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Person Follower Robot Based on Person 

Re-identification and YOLO for Elderly 

Caring 
Leong Chi Io, Wu Chan In, Ye Chon Hou 

Abstract 

In 2021, elderlies made up 15.2% of the global population, and 13.5% of the elderlies (worldwide) 

who are aged above 60 live alone. For these elderlies, everything is dangerous: the sharp corners of a 

table, woods on the floor, a street full of pedestrians, etc. As nobody might aid them when they are in 

trouble, an assistant is important to these solo elderlies. 

In this paper, we present a system we have developed that tracks and follows an elderly in order to 

keep an eye on his/her status. We’ve employed a technique known as person re-identification, which 

has always been used in multi-camera tracking systems, combined with mapping and prediction of 

trajectory trends. 

The system first detects people from the screen with YOLO person detection, then person re-

identification is used to recognize who our master elderly is among all detected ones. Lastly, the robot 

will follow the elderly for monitoring. Mapping and trajectory trend prediction will be automatically 

activated when the elderly’s existence state has changed (e.g. disappears from the camera). 

In addition, due to the low signal strength and accuracy of using GPS indoors, most systems nowadays 

can only be used outdoors. Since our robot uses other technologies including trajectory trend 

prediction and person re-identification, we can overcome this problem easily. 

As a result, our robot could follow the elderly both at home and outside while monitoring his/her 

status. When our target is in a crowded location, the robot can still behave well. Even if there are 

obstacles in front of the robot, it can constantly track and monitor the target. With the above functions 

achieved, the robot could stick to the elderly and follow it consistently. 

There are other person following robots developed in the past, but most of them used continuous 

tracking methods to ‘track’ the target person. Tracking methods update its model continually, which 

makes their accuracy decrease as time progresses (in the long term). Instead, our project aims to 

‘recognize’ the elderly, the target, in order to keep following it, so this method’s accuracy won’t be 

bothered by time. 

 

Keywords: EMachine Learning, Object Detection, Person Re-Identification, Mapping, Neural 

Networks, CNN, AutoEncoder 
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1. Background 

1.1 Current solutions 

Person-Following using Active Target Search[1] 

This method will first apply leg detection with a random tree classifier with the laser scanner, then 

track it with an extended Kalman Filter with a constant velocity assumption. 

After the human leg was tracked, OpenPose 3d pose estimation will be applied on that corresponding 

person to compute the distance to the person from a robot by using the average coordinates of the 

recognized body parts, and clustering the point clouds of that average. With OpenPose, the system 

could find out the upper body position of the target person and use cloth detection based on histogram 

template matching. 

Finally, using a  Histograms of Oriented Gradients (HOG)  to detect faces and face landmark 

estimation to extract face features. Then, the extracted features are used to train a Deep Convolutional 

Neural Network to recognize faces to identify the identity of the target person. 

As a bonus, the robot will use SVR based trajectory prediction to find the person in case it loses from 

the view. 

 

Fig 1.1.1 The Algorithm process of this method 

Integrating Stereo Vision with a CNN Tracker for a Person-Following Robot[2] 

This method introduced an actively self-updated CNN based tracker to follow the target person. The 

system will first require the target person to send inside a bounding box placed at the center of the 

camera view in order to activate the CNN tracker. Then, the model will get patches from the images in 

the blue bounding box as the target class and images outside as the non-target class. The system will 

train the model instantly with these datas. 
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After the model was initialized, the system searched the test patches in a local image region. The 

system also restricts the search space with respect to the depth. If the patches in the image do not have 

the depth within previous depth ± α, the system does not consider them, where α is the search region in 

depth direction (we use α = 0.25 m). If the extracted patch was smaller than the original patch size’s 

70%, it will be discarded. After patches are extracted, it will be sent to the model to recognize. 

 

During the following process, the system will keep 

training the model with new data as to update the 

CNN tracker to duel with different environments 

and also cloth changing situations. 

As same as the first method, this method also 

applies trajectory prediction when the target was 

lost after 0.5s 

 

 Fig 1.1.2 Extracting random patches from 

image 

1.2 Gathering up 
We could easily see the weakness from the first method: backwards. This method hardly relies on face 

recognition to recognize the target, so if the target turns around, the only option for it to recognize will 

be the cloth color detection by histogram template matching. If somebody wears the same clothes and 

walks by, the robot will follow the wrong person without seeing it’s face. 

As for the second method, the CNN Tracker which was introduced in that method did a great job 

beating most methods on following. But there’s still problems. As the target patch was extracted out 

by depth distance ± α, it actually doesn’t truly detect whether it’s a human or not. So if we give a dog 

at the beginning of the initialization, the method will follow the dog. Also, the model trained instantly 

has claimed by the author that it has strong over-fitting problems, as the author claimed that the only 

way to handle this strong over-fitting was that the target pose and appearance should not change 

dramatically in the first 50 frames. 

To sum up, the first method was trying to ‘recognize’ the target, but was over-relying on face 

recognition. The second method did a great job overall shown in the test video, which uses trajectory 

prediction to supply the weakness of the CNN Tracker. But there’s still one problem: The method 

doesn’t even know what a human is, it may follow something which wasn’t a human. For this, 

extracting patches from the image just by depth was very dangerous. 

Viewing the weaknesses in these projects, we decided to create a method in which the robot is truly 

recognizes the person and knows what a person is. If it was succeeded, this could deal with a lot of 

problems that currently tracking methods may occur. 

2. Person Following System 

2.1 System Building 

Our system is divided into 3 parts: the Initializer, the Main Application and the RobotHandler. The 

following actions occur in order: 
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1. The system first registers an initial descriptor with the target person’s front and back body 

image cropped out by YOLO’s human detection. At this point, the person must stand inside a 

blue bounding box in the center of the robot’s view. 

2. After registration is done, the main application continues to track people with YOLO and 

capture the descriptor of everybody detected with the image cropped out. 

3. It compares them with the initial descriptor (the target’s) with cosine similarity. The descriptor 

with the highest similarity would be recognized as our target. 

4. The robot will follow the target person using the x-coordinate in the image and the distance 

from the target person by inputting them into the PID Controller, which is handled by the 

RobotHandler for the robot to move. 

When moving, the robot will keep collecting the target person’s coordinates on the map and save them 

as waypoints for trajectory trend prediction, and this part is handled by the Waypoint Recorder 

Application. 

 

 
Fig 2.1.1 The state graph of our system 

 

If the Main Application loses the target person from the camera view (for instance, another person 

suddenly crosses between the target and the robot), the robot will first enter SEARCHING mode. The 

robot will follow the closest person to the main target person’s last existing point for 1.5 seconds. If 

the duration has passed, and the robot still couldn’t spot the main target person from the view, then the 

robot will enter LOST mode. It will predict the trajectory trend of the target with the help of previous 

waypoints recorded by the waypoint recorder. After that, the predicted trajectory will be sent to the 

AMCL planner to plan a path that can reach the predicted position of the target. With the map, AMCL 

could also help us avoid obstacles when approaching the predicted position. 
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Fig 2.1.2 A brief graph of the system 

2.2 Feature Extraction 

2.2.1 Extracting Persons 

Our robot relies heavily on its computer vision. It makes use of a camera to “look” at the outside world 

and passes this information to a series of image processing and (re)identification models so that it can 

follow the main target. The first part of our model, the YOLO real-time object detection system[4], 

involves detecting all individuals who appear in front of the robot. 

Humans have the innate ability to immediately recognize a person in an image thanks to thousands of 

years of evolution, and making machines doing so has been a major topic for researchers. Older object 

detection systems first trained a classifier that was able to recognize objects (such as human in our 

case) and ran it on several locations on the image to be able to detect every object, some approaches 

with R-CNN (Region-based Convolutional Neural Network) [3] first computes several bounding 

boxes and runs a separate classifier on each box. These systems are comparatively slower due to the 

number of computations, so the YOLO system employs a “you-only-look-once” principle and trains a 

single convolutional network to detect all objects with their corresponding bounding boxes in one go. 
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Fig 2.1.1 An example of YOLO object detection in a room 

 

In essence, YOLO is given the RGB image from our camera on the robot and it figures out all humans 

and “draws” a bounding box for them. YOLO has the advantage of bringing real-time human 

detection. Each bounding box created by YOLO has 5 parameters, , where 

the  coordinates denotes the position of the center of each box, and  is the width and the 

height of the bounding box respectively. The  values are normalized so that 

. The confidence value depicts how “sure” the system is about its prediction. This 

information (vectors of objects) is later passed to the second stage of our system, the person re-

identification part, for further processing. 

The YOLO system divides the image taken from the RGB-D camera into an  grid. 

Mathematically,  , where IOU is the intersection-over-union of 

the predicted box (generated by the system) and the ground truth (prelabeled information). During 

training, when labeled pictures are passed to the system,  is 1 if and only if an object is 

presented in the cell, and 0 otherwise; the IOU value is repeatedly calculated based on both the ground 

truth and the prediction made. The leaky ReLU activation function 

  
is used for all layers.[4] 

 

We’ve tested other methods including SSD[5] and R-FCN[6], as the results are shown in Fig 2.1.2. 
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Fig 2.1.2 The comparison mAP (mean average precision) and  

FPS (frame per second) between tested methods 

 

As we need to keep the video stream live to spot the target person, FPS is an important criterion. The 

results yield that SSD300 gains the highest speed in FPS, while YOLO has mediocre speed (about 30 

~ 35 FPS, close to real time), but YOLO has the highest mAP score which others couldn’t achieve, so 

at last YOLO was selected to be our detection model. 

2.2.2 Extract Features from Persons 

After extracting people from the image, we would need to recognize the master target among all 

people in order to follow him/her. 

Before person re-identification is used, we have tested using object trackers to archive the re-

identification process. As the trackers yield high accuracy results. 

 

 
Fig 2.2.2.1 Two cars tracked by MedianFlow tracker 

 

 

Here is a list of trackers we’ve tested, description made by Dr.Adrian Rosebrock[15]. 

Tracker Backend Description 

BOOSTING Tracker Adaboost[7] It’s over a decade old. This tracker is slow 

and doesn’t work very well. 

MIL Tracker Adaboost  Better accuracy than BOOSTING tracker 
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KCF Tracker Kernelized Correlation 

Filters[8] 

Faster than BOOSTING and MIL. Similar 

to MIL and KCF, it does not handle full 

occlusion well. 

CSRT Tracker Discriminative 

Correlation Filter[9] 

Tends to be more accurate than KCF but 

slightly slower. 

MedianFlow Tracker Itself If there is too large of a jump in motion, 

such as fast-moving objects, or objects 

that change quickly in their appearance, 

the model will fail. 

TLD Tracker Itself Is incredibly prone to false-positives 

MOSSE Tracker Itself  Very fast but not as accurate as CSRT or 

KCF 

GOTURN Tracker Deep learning Requires additional model files to run, 

reportedly handles view changes well 

Dlib Correlation Layer 

Tracker 

Correlation Layer[10] Better than everything above, but 

accuracy lowers the longer it runs 

YOLO + Deepsort[11] Kalman Filter A method that depends on the kalman 

filter, performs good at tracking balls 

experiment 

The trackers require a piece of image of the target object to do the tracking operation, which means the 

object trackers could track any objects. It is not limited to humans, cars in the figure do work. 

Testing the trackers 

As for testing the listed trackers, we’ve set up a situation with the following figure to test if the 

trackers do behave as how they are in the example videos. 

In the tests, there is a camera stayed at a fixed location and a fixed angle, as in Fig 2.2.2.2: 

             
     Fig 2.2.2.2 The camera position environment               Fig 2.2.2.3 The main person 

 

The environment will be fixed so the lighting conditions would never change throughout the tests. The 

target person that the tracker should recognize, will lay in the center. 

 

There would be two levels of tests performed. Each level includes 2 stages. In the first stage of the 

first level, the main target person only slightly swings without others appearing in front of the robot, 
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and the second stage involves having two non-target people (‘annoying people’) slowly following a 

specific trajectory, trying to steal the focus of the main target person from our robot. 

 

 
                 Fig 2.2.2.4 The first stage in the                   Fig 2.2.2.5 The second stage in the  

                                  first level                                                          first level 

 

The second level of the test has the same environment and also 2 stages (just as level 1), but the main 

person would move in a specific trajectory as shown in Fig 2.2.2.6 and Fig2.2.2.7. This increases the 

difficulty for the tracker, especially when the ‘annoying people’ are present in the second stage. 

 

 
                Fig 2.2.2.6 The first stage in the                 Fig 2.2.2.7 The second stage in the 

                               second level                                                     second level 

 

Each tracker is tested 3 times in a stage, and each stage lasts for 3 minutes. Due to the trackers won’t 

lose the box when it missed the target (for instance, Dlib correlation layer tracker’s box will continue 

to increase its size until the box is as large as the image if it lost the target), If the centroid of the box 

wasn’t on the main target person, the tracker will be estimated as it lost the target and the test will stop 

immediately. 
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Here are the test results in level 1: 

Level 1 Averagely last for in 3 times Averagely last for in 3 times 

Tracker First Stage Second Stage 

BOOSTING Tracker 3 minutes 5 seconds 

MIL Tracker 3 minutes 9 seconds 

KCF Tracker 3 minutes 12 seconds 

CSRT Tracker 3 minutes 12 seconds 

MedianFlow Tracker 1 minute 7.3 seconds 

TLD Tracker 50 seconds 3 seconds 

MOSSE Tracker 30 seconds 4 seconds 

GOTURN Tracker 2 minutes 5.356 seconds 

Dlib Correlation Layer Tracker 3 minutes 20 seconds 

YOLO + Deepsort 3 minutes 2.5 minutes 

 

Most trackers could pass the first stage without losing the main target person in 3 minutes. But in the 

second stage, some tracker’s tracking box starts to lose the target when annoying persons start to do 

their job. Some frequently let the annoying person steal the main target person’s position. However, 

YOLO + Deepsort was ok even in both stages, YOLO + Deepsort does a great job in level 1. 

 

Here are the test results in level 2 

Level 2 Averagely last for in 3 times Averagely last for in 3 times 

Tracker First Stage Second Stage 

BOOSTING Tracker 20 seconds 1 seconds 

MIL Tracker 2 minutes 1 seconds 

KCF Tracker 1 minute 6 seconds 

CSRT Tracker 1.4 minute 7 seconds 

MedianFlow Tracker 10 seconds 2 seconds 

TLD Tracker 20 seconds 5 seconds 

MOSSE Tracker 5.4 seconds 6 seconds 
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GOTURN Tracker 22 seconds 5.356 seconds 

Dlib Correlation Layer Tracker 2 minutes 13 seconds 

YOLO + Deepsort 3 minutes 1 minute 

 

In level 1, most of the trackers could track the main target person for as long as 3 minutes at stage 1, 

but it immediately decreased into seconds in stage 2. Moving seems to give all trackers a trouble to 

finish their job at the first stage, not to mention in the second stage, as even the Dlib correlation layer 

tracker failed in averagely 13 seconds, and the phenomenon of the main target person’s position being 

stolen becomes more often in level 2. 

In conclusion, although YOLO + Deepsort tracking method did last for an average of 1 minute at the 

last test, the following was not a timed task, it wasn’t timed, So YOLO + Deepsort couldn’t be used in 

our project. not to mention the others, like the older following solutions mentioned. Moreover, some 

trackers, including YOLO + Deepsort, failed in stage tests due to it following the annoying person 

instead of the main target person.  

For our project, we have to find a way that could ‘recognize’ our main target person, at least not 

bothered by time problems. 

Person Re-identification 

Due to these consequences, we have decided to use a new technology, which other papers had never 

used: person re-identification. 

The person re-identification model, pre-trained by Intel developers, is a model based on 

OmniScaleNet that can achieve person re-identification. It is based on RMNet[12] and is an 

autoencoder structure based model. This part works by inputting the people detected with YOLO to 

the autoencoder, the model would then return a  feature vector representing each person’s 

image. 

This lets us achieve the comparison using cosine similarity. Let  be the set of 

vectors where each vector represents a single person. Each time, we pick  to be our target if and only 

if it is the “closest” vector to , the vector of our master target registered at the beginning. Formally, 

we select  s.t.  

 
is the greatest. We opted for cosine similarity to calculate how close these vectors are since compared 

to Euclidean distance, it has the advantage of already normalized to be in [−1,1] and is thus easier to 

tackle. 
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Fig 2.2.2.2 A testing image provided by Intel development team. 

The black bordered image was the initial image. The right images with green and red borders 

are images to be compared with. Images with red boxes are estimated that the person  

inside isn’t the same person as the initial one, and green has the opposite meaning. 

 

Testing with all levels as the same, combined with YOLO person detection: 

Level 1 Averagely last for in 3 times Averagely last for in 3 times 

Tech First Stage Second Stage 

YOLO + Person Re-

identification 

3 minutes 3 minutes 

 

Level 2 Averagely last for in 3 times Averagely last for in 3 times 

Tech First Stage Second Stage 

YOLO + Person Re-

identification 

3 minutes 3 minutes 

 

The test results promoted that person re-identification could pass all tests without losing the main 

target person in 3 minutes. Theoretically, if the test continues without a time limit, it could recognize 

the main target person forever. This method’s accuracy wouldn’t be decreased as time progresses due 

to the fact that person re-identification focuses on ‘recognizing’ the target instead of ‘tracking’ it. 

Here’s an example: if a person re-identification model has recognizes me, even another non-target 

person blocks the view, no matter how long time has passed (1 minutes, 1 hours, 1 day, even a year), 

as long as the environment doesn’t change substantially, once the other person unblocks the view, the 

system could still recognize the target. This is a thing other trackers couldn’t do, since they’re not 

trying to ‘recognize’ the target, but to track. (Dlib Correlation Layer Tracker is an exception, though if 

the target keeps moving before another person approaches, it would still lose the target). With these 

characteristics, the person re-identification model would never follow the wrong person. Moreover, in 

reality our robot will be moving, but object trackers were often designed for fixed spot cameras. As 

such, our robot performs comparatively better than its alternatives. 
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Fig 2.2.2.3 One of the images captured from the test 

Green bounding box represents the main target person 

OpenVINO 

OpenVINO™ toolkit is a comprehensive toolkit for quickly developing applications and solutions that 

solve a variety of tasks including emulation of human vision, automatic speech recognition, natural 

language processing, recommendation systems, and many others. Based on latest generations of 

artificial neural networks, including Convolutional Neural Networks (CNNs), recurrent and attention-

based networks, the toolkit extends computer vision and non-vision workloads across Intel®  

hardware, maximizing performance. It accelerates applications with high-performance, AI and deep 

learning inference deployed from edge to cloud. 

Normally, neural networks require a graphic processor unit to gain fast evaluation, not to mention 

training the model. Especially for object detection models, these models require fast evaluation to gain 

real time speed of detection. The OpenVINO toolkit introduces a model optimizer, which could make 

models as lightweight as possible. The converted model could even run on a CPU, though the use of 

GPU can still results in gain of speed.[13] 

This framework helps us gain high speed evaluation although running over 2 models at the same time. 

Our tests reported that YOLO would still be slow even when optimized by OpenVINO, so YOLO 

would be running on the GPU. As YOLO  has already consumed it, person re-identification would 

instead be evaluated by OpenVINO. 

 
Fig 2.2.2.4 The scheme above illustrates the typical workflow  

for deploying a trained deep learning model 
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2.3 Robot Moving 

2.3.1 Keeping Same Distance 

With the help of our computer vision system, our robot can now capture the state of our target person, 

the last part of the job is to keep the same distance with our master target as to follow him/her. 

Proportional-integral-derivative control, or PID control, is an industrial standard method of offering 

both steady-state and short-term response. It achieves the goals by computing the error value and 

using it to give adequate actions (or more formally feedback) to correct the error. Due to its simplicity 

and efficiency, it has been employed widely. 

The PID controller is a closed loop controller that consists of three parts - proportional controller (P), 

integral controller (I) and derivative controller (D).  

  
Fig 2.3.1.1 A diagram of the PID Controller 

 

The first part of our control system, the proportional controller, simply takes the error value and 

multiplies it by the proportional gain ( ) constant. Formally, let  denote the control output 

function with time being its input, and  as the error value. As such, , where  can 

be viewed as a direct control parameter for our person follower robot. In essence, the greater the error 

is, the more our robot needs to correct its movement so as to compensate for the error. The 

proportional controller gives a general corrective response.  

The “P” term alone isn’t enough for us to have consistent motion. On some occasions, our robot might 

suffer from sudden changes in the environment, for example, a pedestrian suddenly appearing in front 

of our robot. In such cases,  changes suddenly, but the proportional controller alone isn’t enough 

to cope with such changes since it performs better in steady-state situations. For that case, we add the 

derivative term to our control function, leading to , where  denotes the 

derivative gain constant and the slope encapsulates the idea of sudden changes. When there’s no 

sudden (and significant) changes in the environment, the slope should be 0; when there is, the 

derivative term would be large and help us correct such differences in a short period of time. 

With the aid of the first two terms, our robot can now tackle lots of circumstances, yet our robot might 

encounter “long-lasting” errors. For example, an improperly constructed robot that’s imbalanced may 

lead to non-straight line movements, or a robot moving along a slope would constantly be shifted (due 

to gravity) to a certain direction. 

Hence for these persistent errors, the integral term is required to compensate them (such as constantly 

applying correction to the side the robot is incorrectly shifting to) so that the robot can take into 

account accumulated error. With the integral gain ( ) constant, we can apply this term into the 

control output function. As such, the final expression is as follows: 

. 
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When there are persistent errors due to any reason, the integral term would constantly be non-0. Thus 

the term would help the robot regulate its movements. 

The three “gain” constants ( ) are the ones that can be tuned to achieve optimal 

results. In conclusion, the PID controller gives our robot the ability to effectively deliver safe and 

accurate motion based on various types of input described above. 

2.3.2 On Target Lost 

After the basic features of our system, we have added some bonus features to deal with situations 

when he/she (the target person) is temporarily lost from view. Trajectory trend prediction is employed 

to deal with it. 

If the main target person is lost from the view, the robot will enter SEARCHING mode - the robot 

would follow the person closest to the main target person’s last existing point for 1.5 seconds. If this 

duration has passed and the robot still couldn’t spot the main target person from its view, the robot 

will enter LOST mode, in which trajectory trend detection will be activated for the robot to actively 

search for the target. 

True Positions & Waypoints 

As to spot the target’s position on map for trajectory prediction and AMCL, we’ve got the target’s real 

coordinates (Rx,  Ry, Rz) in the image view instead of pixel unit coordinates (x′, y′). 

We could get the pixel unit coordinates (x′, y′) directly through the RGB image, also the distance d 

from the depth image. We also know the FOV_H of our astra ∠𝛽 and FOV_W ∠𝛼. Lastly, the image 

width and height in pixels w′ and h′. We could use the following formula to convert it to real 

coordinates: 

  ,   

where  is the true width of the camera in mm and  is the true height of 

the camera in mm 

But in actual concern, our camera will lift up ∠C as the astra camera was not enough to view the upper 

body of the person.  Also, the d which was received was actually the vertical distance between the 

object and the camera. In order to get the true distance z, we will have to correct it to (Rx,  Ry, Rz): 

 
With these algorithms, we could get the true position of the person and mark it as waypoints on the 

map to record the trajectory of the main target person. 
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Fig 2.2.2.5 Blue dots are the waypoints as the black object was the robot 

Trajectory Trend Prediction 

When LOST mode is activated, the robot will start using trajectory trend prediction. The robot would 

first use AMCL to approach the last point where the main target person existed. Then, the robot would 

predict the average of all waypoints’ relative x-coordinates to the robot and calculate if the person was 

going left or right. Lastly, the robot will turn to that direction and try to spot the main target person 

again. 

2.4 ROS 

ROS, which stands for Robot Operating System, is an open-source, meta-operating system for your 

robot. It provides the services you would expect from anrgen operating system, including hardware 

abstraction, low-level device control, implementation of commonly-used functionality, message-

passing between processes, and package management. It also provides tools and libraries for 

obtaining, building, writing, and running code across multiple computers. ROS is similar in some 

respects to 'robot frameworks', which transports ROS messages in and out of a real-time process. ROS 

also has seamless integration with the Orocos Real-time Toolkit. As for ROS’s characteristics, it is a 

decent  cross-platform tool for multiprocessing.[14] 

ROS declares each program as ‘nodes’ running asynchronously. Technically, multiprocessing is easy 

to achieve in most modern programming languages, for instance, Python has a library named 

threading that handles it. However, ROS introduced a communication platform for ‘nodes’ to 

communicate with each other through ‘topics’, on which each ‘node’ could ‘publish’ a message 

through a ‘topic’ and another ‘node’ could ‘subscribe’ that. This streaming communication tool 

provides ROS with the ability to ‘glue’ programs from different platforms, such as a ‘node’ written in 

C++ could easily communicate with a ‘node’ programmed in Python. 

Another characteristic of ROS is the fact that it supports multiple-machine communications through 

the TCP protocol. Practically, one can create a ‘node’ on a computer and communicate with a ‘node’ 

on another machine easily by ROS. This characteristic plays an important role in our system’s 
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structure. As you saw in the brief graph, our system involves a large amount of programs running 

asynchronously and requires communication between each other. 

 

 
Fig 2.3.1  A typical ROS Model: System components. 

2.5 AMCL 

After the trajectory of the robot is predicted, it still needs to know the surrounding environment to 

correctly move. The robot localization problem involves determining the position and orientation of a 

robot based on partial information, such as from sensor data, without an in-built map already stored in 

the robot. 

Particle filter localization, also known as Monte Carlo localization (abbreviated as MCL), generates 

some particles that represent the hypothesis of the robot’s current position. They are first instantiated 

according to some distribution, then at each round, each particle (guessed location) is moved to the 

new location (resamples) and those which are inconsistent with sensor input are removed and the 

system generates more particles closer to those who are consistent for the following iteration. After 

several iterations, the place particles converge are expected to be the actual position. Adaptive particle 

filter localization, the method used, samples a dynamic number of particles. Instead of having a large 

|𝜒|, the number of particles is recalculated in each iteration since when most particles converge the 

number of computations can be reduced by having a more appropriate sample size. 

Given AMCL, our robot is able to apply sensor input to the map planner to construct a partial map in 

case the target suddenly disappears. This works even when it’s positioned in an unfamiliar 

environment. 

3. Experiment 

3.1 Stage Setup 

3.1.1. Hardware 

First, we used Solidworks (a 3D CAD modeling software) to design our robot’s body. The body is 

mainly divided into three layers, from top to bottom. 

The first layer is equipped with a touch screen, a microphone, and a RGB-D lens. The role of this layer 

is to help and understand the target and to provide real-time communication with the outside world. 
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The target can use the microphone and the screen to command the robot or give instructions, and the 

robot can also understand the real-time situation of the target with the camera. 

The second layer is the storage layer, where the target can place heavy objects. The current load on 

this layer is 8 kg. 

The third layer is the body layer: an additional camera is installed here; all the computers, batteries, 

and the chassis are installed on this layer, which promotes the progress and operation of the robot. 

 

 

                           Fig 3.1.1 The robot design                       Fig 3.1.2 The robot 

                                      in solidworks                                          in reality 

 

Camera 

Two cameras are used throughout the whole robot. The top camera (camera 1) is used for person 

following and the bottom one (camera 2) is used by the AMCL planner to achieve localization and 

path planning. 

We used an RGB-D camera (RGB with depth)(camera 1) to collect colorful image information in 

order to recognize the target, and the depth part is for distance measuring. Combining these two parts 

can provide the robot with the ability to track and follow our target. 

In addition, trajectory prediction requires data of past locations of the target (as waypoints) to predict 

his/her path, so the RGB-D camera is required to record the position of the target and generate 

waypoints. As for the position of the top astra camera and the specs, the upper astra camera couldn’t 

totally view the whole target’s body except only the upper part of the body. 
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Fig 3.1.1 A list of Depth cameras data 

  

We used the ORBBEC Astra S camera as it has the lowest price of 1,000 RMB and its resolution is 

enough for our person-following system. 

Storage area 

The storage area is an essential hardware section in the design of our robot. We could help our 

targetcarry objects such as trash. When designing this storage area, the aim was to create a place as 

large as possible. As we don’t want our robot to be too heavy, we picked transparent plastic for our 

storage area design. 

Center Control System 

 
                              Fig 3.3.1 Intel NUC                                 Fig 3.3.2 Nvidia jetson Nano 

 

We’ve opted for the Intel NUC as the main computer to control all components on the robot. 

However, Intel NUC lacks a graphic processor which evaluates the models for human detection. 

Moreover, YOLO optimized by OpenVINO was already too much for its 4-core processor to load and 

process, so it caused a decrease in speed. Nvidia Jetson tx2 and Nano were also tested but yielded the 
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same results as NUC, as there are over 2 models and various large RAM-eating programs are running 

at the same time. 

To solve this problem, we have used two computers connected through the internet. One of them is the 

Intel NUC, and the other is a gaming laptop equipped with a Nvidia Geforce GTX 1060 graphic 

processor. ROS has the ability to communicate across the internet along with the host computer and 

the clients. So with the help of 5G technologies, the gaming laptop is processing all models, evaluating 

tasks and sharing the result through the internet to the robot. This has successfully decreased the 

runtime of the evaluation system. 

Summing things up, the robot itself still has to run 3 models, YOLO and person re-identification 

frequently and (waiting to be filled) when the target is lost. Since runtime speed of YOLO (optimized 

by OpenVINO) is the only model on the robot that would decrease CPU speed, YOLO is the only 

model that requires the use of GPU. 

 

 

 

 
Fig 3.3.3: When there’s a situation which computer vision processing is required, Intel NUC will 

send required information (such as image, or other details) to the main gaming laptop which act as 

a server, the Gaming Laptop’s programs will return the result to the robot after processing 

3.1.2 Environment 

As to test our robot, we’ve set up 2 stages to test our following method. The first stage will be 

focusing on testing the robot’s reaction to annoying persons who try to steal the main target person’s 

position; the second stage will be focusing on testing the person re-identification reacting in the dark. 
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Stage 1 

 
Fig 3.1.2.1 Stage 1 testing environment 

As shown in the figure, Stage 1 is divided into 3 areas: Area 01: Non-blocking area; Area 02: 

Blocking area; Area 03: Normal conversation area. The robot is tested for its performance of following 

the target consistently while some non-target pedestrians occasionally pass by. Note that all lights are 

on throughout Stage 1. 

In Area 01, the robot starts following the main target person at the Start point. Before entering Area 

02, there will be no other people trying to appear before the robot, testing if its ‘attention’ would be 

drifted away; in other words, only the robot and the main target person being followed were present. 

In Area 02, two testers known as the ‘annoying people’ try to do their job in this narrow lane by 

crossing between the target and the robot. The starting point of annoying person 1 & 2 will be at block 

m & n, generated randomly at the beginning of the test. 

 

 
Fig 3.1.2.2 The blocks 
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When the main target experimenter passes by, the interference experimenters will walk between the 

robot and the main target experimenter. The interference experimenters will stop for 0.5 second while 

the main target experimenter keeps walking, blocking the view of the robot temporarily. 

In Area 03, the annoying person 3 first comes in between the robot and the main target person and 

walks with the main target person on the left. Annoying person 4 does the same shortly after and Stage 

1 is finished. 

In Stage 1, we’ve tested the robot for 10 times and recorded if the robot successfully passed the areas. 

Each test lasted for approximately 1m08s. Technically, our method could recognize both sides of the 

main target person so they could watch the robot following them. But in this test, we hope that the 

main target person could let it’s back open for the robot to follow them. Moreover, the system gains 

more accuracy for the main target person to look at it when it’s following.  So, if the robot requires the 

main target person to turn back to let the robot find it back for more than once, that area will be 

estimated as failed.  

However, there’s still a special case that our main target person could turn back to let the robot follow 

them: the big u turn between Area 02 and Area 03. As our robot doesn’t have the obstacle avoiding 

system, the main target person could check on the robot when doing that u turn but not considered as 

one. 

Stage 2 

 
Fig 3.1.2.3 Stage 2 environment 

 

Like Stage 1, there will still be 3 areas. In Stage 2, also the same map but without the alley. As where 

the finish point in Stage 1, becomes the start point in Stage 2. In the room of the Start point, the lights 
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were on but were closed in areas 02 & 03. By the way, area 02 will be the medium level of darkness, 

and area 03 will be the darkest area in the whole stage. 

There will still be 10 tests and records if the robot successfully passed the areas with the same rules of 

failing in Stage 1. Also, the duration will be shortened into 48 seconds each as the path was shorter. 

3.2 Experiment Result 

Here are the test results of Stage 1. As Annoying person 1 & 2’s stand point was random, the standing 

position displays each test’s stand point 

 

Stage 1 

No standing position Area 01 Area 02 Area 03 remark 

1 5 6 ✓ ✓ ✓  

2 6 3 ✓ ✓ ✓  

3 4 1 ✓ ✓ ✓  

4 1 6 ✓ ╳ ✓ 
The robot misses 

at last 

5 5 2 ╳ ✓ ✓ Poor light 

6 3 5 ✓ ✓ ✓  

7 3 4 ✓ ✓ ✓  

8 2 1 ╳ ✓ ✓ Poor light 

9 5 4 ✓ ✓ ✓  

10 4 6 ✓ ✓ ✓  

 

As shown in the table, the robot failed 2 times in Area 01 more than the others. This is because there’s 

a large light at the top front in the robot’s view, which causes the main target person to be blacked out 

by that. As you could see in the fig below: Our main target person was marked red because person re-

identification can’t recognize him. 

 

 
Fig 3.2.1 The poor light situation 
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As a result, the robot still figures out some situations that it can’t deal with properly. But seeing the 

test result in a big picture, the robot could still deal with persons blocking easily and could keep 

following the main target person. From the fig below, taken from Area 03, we could see the robot 

could recognize both the main target person and the interference person with green and red bounding 

boxes even if they are walking together, proving that this method is actually ‘recognizing’ the target. 

 
Fig 3.2.2 Shot in area 03 at the end 

 

After Stage 1, here are the test results from Stage 2 

Stage 2 

No Area 01 Area 02 Area 03 Remark 

1 ✓ ✓ ╳ 
Can't recognize at 

last 

2 ✓ ╳ ✓ Dark 

3 ✓ ✓ ✓  

★ 4 ✓ ✓ ✓ 

★：Testers will 

stand for a chat at 

Area 03 

5 ✓ ✓ ╳ 
Can't recognize at 

last 

6 ✓ ✓ ✓  

7 ✓ ✓ ╳ 
Can't recognize at 

last 

8 ✓ ╳ ╳  

9 ✓ ✓ ☆✓ 

☆：The tester has to 

turn around 1 time at 

last seconds 

10 ✓ ✓ ☆✓ 

☆：The tester has to 

turn around 1 time at 

last seconds 
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As the main target person was registered in full light conditions, environmental changes seems to have 

affected person re-identification performance, as there are more failures compared to Stage 1. 

In conclusion, after these experiments, they claim that although our person followers may sometimes 

lose the target due to environmental reasons, our method will never follow the wrong person compared 

to the trackers and other methods, even if a long time has passed. Moreover, our method won’t be 

bothered if another pedestrian blocks the view. 

4. Conclusion 

From the result of the experiment, it turns out that person re-identification technology has the ability to 

track the target pedestrian continuously, as results have low possibilities to miss the target. 

4.1 Use case 
“Aging population” is a controversial issue in recent times. For the past few years, the problem of the 

aging population has appeared all over the world. According to the World Health Organization[17], in 

2000, the number of total elderly in the United States of America was 45652 thousand, which 

constituted 16.2% of the total population. Yet the number reached 75718 thousand in 2020 with the 

percentage increased to 22.9%. Moreover, Japan’s total number of elderly in 2000 was 29382 

thousand, accounting for 23% of the total population; in 2020, however, the total number of elderly 

rose to 43412 thousand, making up 34.3% of the total population.  

Based on the “Fifth National Population Census”[18], we can also see that in 2000, there were 88110 

thousand elderly in China and it was 6.96% of the total population. Whereas the “Seventh National 

Population Census” [19] shows that in 2020, there were about 264018 thousand elderly in China and 

the percentage of it was 18.7%, which nearly tripled. According to the above information, it is obvious 

that the number and percentage of the population proportion of the elderly will be much. 
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[17] 

The aging population brings a lot of problems to an elderly and their families. An elderly may need to 

face more danger and they may get lost in certain places. As an example, during 2016, around 500 

thousand elderlies got lost in China. On the other hand, their offspring might need to work so they 

can’t take care of their parents all the time.  

If we could keep track of the elderly outside on the street, then also monitor their physical status by 

using pose recognition, combining with alarm systems and the IOT, we could help these elderlies and 

their families to take care of them. 

4.2 Future Improvements 

The very main problem of our current system will be the poor night situation. 

As the person was totally dark in this situation, person re-identification was hard to extract usable 

information from this blacked out person. 

We currently found a method called Zero-DCE (Zero-Reference Deep Curve Estimation for Low-

Light Image Enhancement)[15], which can increase the brightness of the image to normal. 

 

 
Fig 4.1 Zero-DCE used on the RAW image to increase brightness 

 

Currently, we’ve tested this method and found it very compatible with our situation. But there is only 

one problem of Zero-DCE was: if we input a normal image to it, it will still increase the brightness and 

make it become worse. 
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Fig 4.2 An normal image brightness improved by Zero-DCE 

 

As with this characteristic, we’ve to find a way to determine whether the image was in a poor light 

situation. 

5. Videos 

Comp_044_attachment_1.mp4 

This video contains a test with two people. The stream shown on the screen was the robot’s camera 

view. In the video, green bounding boxes represent the target estimated by this method, while red 

boxes are non-targets estimated by this method. 

Comp_044_attachment_2.mp4 

This video contains another test but with two differences: This video was shooted from third-person 

view. But it still provides the robot’s camera view on the left (The window in the middle). Moreover, 

the annoying person in this test has the same clothing as the target person. 

The box color rules were the same as Comp_044_attachment_1. 
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