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Abstract

As technology develops, many people now have the access to image manipulation software.
Numerous fake images flood towards the internet everyday. Traditionally, social media platforms
hire a large amount of human workers to perform image verification, which is an expensive and
laborious task. The society urgently needs an image forgery detection assistant that is more
cost-efficient.

This paper proposes Forgery Segmentation Network (F-SegNet), a self-supervised-based verifi-
cation model that integrates Mask R-CNN, image analysis methods, and self-supervised learning
to check image forgeries. The main work and contribution of this research are as follows:

• Provides Auto-Labeled Image Splicing (ALIS) dataset, which comprised 224,388
spliced images. Traditional image verification datasets usually lack pixel-level labels
for forgery instances. By using image segmentation techniques, ALIS dataset auto-
matically generates spliced images with pixel-level ground truth masks.

• Converts the original image verification problem into a forgery instance segmen-
tation problem. Comparing to other pixel-level forgery detection models that gen-
erate blurry results, adapting Mask R-CNN, an image segmentation model, enabled
F-SegNet to label forged areas with clean outlines and thus help observers locate forged
area better.

• Implements Image Analysis Methods (IAMs) in Mask R-CNN to improve the model’s
ability in detecting forgeries. This paper combines Error Level Analysis (ELA) and
Normal Map Analysis (NMA) with Mask R-CNN to help F-SegNet locate forged
areas more precisely.

• Integrates MoCo-v2, a self-supervised learning method, with Mask R-CNN. The
implementation of a self-supervised learning model allows F-SegNet to utilize limited
training data better and achieve a better performance with less training time.

After training on ALIS dataset, F-SegNet achieves an average AP score of 88.090 and 89.062
on Bbox detection and segmentation tasks, respectively. Both the implementation of IAMs and
self-supervised learning are proven to be valid methods in improving the model’s performance.

This project is made open-source on: https://github.com/Merxon22/F-SegNet. ALIS dataset is
uploaded on (VPN required): Dropbox.

Keywords: Instance Segmentation, Self Supervised Learning, Image Verification, Error Level
Analysis, Normal Map Analysis, Image Splicing
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1 Introduction

1.1 Background

In our modern world, image editing tools such as Adobe Photoshop are becoming more
accessible to the public. Almost anyone with a smart device is able to modify images and upload
them to the internet. Fig.1 (a) is a picture of our research team standing with Andrew Ng, a
world-famous computer scientist. But is Andrew Ng really our project tutor? The answer is no.
People edit photos for various reasons: some people do it without harmful intentions, but some
do it purposely to achieve their malicious goals.

One example of online content forgeries is fake parkour photos and videos. Parkour has
become a more and more popular sport among teenagers in recent years. Traceurs1 from all
over the world upload astonishing images and video clips of themselves running, jumping, and
traversing around the urban environment. However, some of the contents are discovered to be
forged. Fig.2 shows parkour images of people running on the edge of buildings or jumping from
a high place. These traceurs often use techniques like copy-move, trimming, and video cuts to
fake the audience. This makes the people believe that traceurs can easily perform dangerous tasks
without any protection. These forged contents pose a serious threat to teenagers’ safety because
young people who lack safety awareness might imitate those dangerous actions and result in
injuries or even deaths.

Fake images do not only affect people’s daily life, but also heavily impact global news and
politics. After the US president election in 2020, a Trump campaign spokesperson posted a ma-
nipulated image of a newspaper on Twitter, which claimed that “Florida pushes President Gore
over the top with bare majority”2. However, it was soon discovered that the news publisher had
never featured a headline about “President Gore” and the image was forged from another news-
paper. Similarly, during the Zhengzhou flood in 2021, a photo of a humpback whale swimming
on the street got spread crazily, saying that animals from the aquarium had escaped3. Soon, this
news was proven fake and the humpback whale was manually added to the original photo us-
ing image editing software. Countless images on the internet are forged, such as “Failed rocket

Figure 1: Is Andrew our real project tutor? The answer is no. F-SegNet is capable of identifying a
forged person instance from a group of people standing together (right).

1Traceurs: a practitioner of parkour activities (https://en.wikipedia.org/wiki/Parkour)
2https://twitter.com/i/events/1325531738655793153
3https://baijiahao.baidu.com/s?id=1705875863773834699wfr=spiderfor=pc
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Figure 2: Fig. (a-b) demonstrate fake images of traceurs jumping in dangerous places. Fig. (c-f) show
fake images on social networks which are forged by using image editing software.

launcher in Iran’s show of military got removed”, “News publisher runs digitally altered images
in coverage of Seattle’s protests’, and “Forged Israeli fighter attacking photo” (Fig.2). These
images can lead to results such as misinformation, the increase of public hatred, and the spread
of fake news.

1.2 Typical Manipulation Methods
In the past century, image modification technology has developed rapidly. We classify major

image manipulation methods into four categories: Copy-Move, Color Enhancement, Embellish,
and Image Splicing.

1.2.1 Copy-Move

As the most simple yet effective method, copy-move is being widely used many image ma-
nipulators. To perform copy-move manipulation, a selected object will be duplicated on the same
image for one or multiple times. As shown in Fig.3, a picture of news coverage of Iran’s mil-
itary exercises, a malfunctioning launcher was removed and media reporters copied and pasted
the launched missiles to non-overlapping positions. This results in the effect of exaggerating

Figure 3: In photo (a), a failed launcher is replaced by another missile in the image (b).

2

20
21

 S.-T
. Y

au
 H

igh
 Sch

oo
l S

cie
nc

e A
ward



Figure 4: In image (a), the original color of the leaves is changed from green to orange (b). People
might interpret this photo as taken during autumn, which is actually taken during spring.

military capabilities, which greatly misled the judgment of military strength.

1.2.2 Color Enhancement

Color enhancement is also an effective approach to modify images. Based on the situation,
people may choose to either modify the color of the entire image or specific objects. Color
enhancement manipulation often involves adjusting the contrast, brightness, saturation, and hue
of the picture. In most cases, the purpose for modifying the color is to change the semantics
information contained in the picture. As shown in Fig.4, the leaves in the original image are
green. After modifying the hue, the season represented in the image becomes autumn.

1.2.3 Embellish

The use of image embellish rose with the rapid development of social media. As one of the
most commonly used image modification methods on the internet, image embellish is widely
applied to make oneself look more attractive. Image embellish manipulation often involves tech-
niques such as liquify and reshaping. When performing liquify, the human facial muscles are
indented through liquefaction to make the face look thinner and younger. Such beautification
can be seen frequently on social platforms. Another tampering method is skin grinding, which is
also known as image polishing. Skin grinding is usually performed by reducing noises presented
in one’s forehead cheek, or chin, so that one’s skin appears to be smooth. This common cosmetic
method can remove wrinkles and swelling on the original face. In most cases, users who upload
their photos will use modified photos in order to attract attention. This may result in people using
beautified photos to deceive social media users ad perform illegal acts such as defrauding money.

1.2.4 Image Splicing

The last commonly used image manipulation method is image splicing, which is moving a
section of an image into another image. This simple but effective image stitching manipulation
is enough to change the original meaning of the image. As shown in Fig.5, pets are not supposed
to be brought on subways. However, we added a cat next to a man and made him seems to be
breaking the rules by bringing his pet cat onto the subway. This simple modification cost us less
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Figure 5: Image splicing modification example. A cat is added to the spliced image (b).

than three minutes but can completely change the image. Image splicing can be used in any cir-
cumstances: ranging from generating fake evidence in a criminal case to illegally creating forged
documents. Considering how easy it can be performed but the large impact it may potentially
result in, image splicing will be the main focus of this research.

1.3 Related Works

In recent years, researchers tried to detect image forgery using various approaches. In 2018,
Mingyoung Huh et al. [1] used features such as EXIF data to verify an image’s consistency.
This self-consistency-based model was trained on real photos and was able to learn from unary
and pairwise methods. By extracting the metadata from the image, this model can find areas
that are inconsistent with other reference parts, and thus localize the modified portion. However,
since the model uses the consistency of the entire image, it cannot effectively detect copy-move
image manipulations (the modified part comes from the same image, meaning that it has the
same consistency). Also, over-exposed and under-exposed regions are sometimes marked as
inconsistent because these areas share a uniform color. Lastly, the self-consistency model does
not perform very well on locating small objects.

In 2019, Sheng-Yu Wang et al. [2] proposed a method that detects photoshopped faces. This
model specifically focuses on detecting image warping that is conducted by Adobe Photoshop.
The team first scripted the Face-Aware Liquify (FAL) tool in Photoshop to generate manipulated
human faces and experimented using a dilated residual network variant model. This method was
able to detect face warpings made by photo editing software and undo the changes. Although the
FAL-detector has achieved significant results in human face detection, it is still limited to warping
manipulations. Furthermore, it cannot detect color enhancements or faces of other animals.

ManTra-Net [3], a manipulation tracing network that can localize forged image regions was
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proposed by Yue Wu et al. in 2019. This model comprises two sectors: image manipulation
trace feature extractor and local anomaly detection network. In the first part, ManTra-Net subdi-
vides image manipulation into 385 fine-grained types and thus enhances the test accuracy with
the backbone architecture developed from VGG [4], ResNet [5] and DnCNN [6]. Then, the
manipulation tracing analysis is passed to the anomalous feature extraction, where the model
will holistically evaluate whether a pixel is modified or not. Despite the model integrating vari-
ous image manipulation methods and showing an outstanding performance in image verification
tasks, it still persists several limitations, namely detecting completely machine-generated images,
detecting images contaminated with high correlated noise, and detecting images with multiple
manipulations. At the same time, ManTra-Net is not able to detect images that have a bit depth
of 32 bit (4-channel photos such as PNG and TIFF images).

When looking towards the fake news detection field, other approaches such as Ti-CNN [7]
combines both textual inputs and image inputs to verify the contents in a news. Fakeddit [8] is a
dataset established by collecting posts and images from Reddit, one of the world’s biggest online
forum. All samples in Fakeddit are categorized into six groups: true, satire, misleading content,
manipulated content, false connection, and imposter content. Similar to Fakeddit, CASIA2.0
and PS-Battle dataset [9] are both image datasets dedicated to image manipulation detection.
CASIA2.0 dataset is established for image forgery detection tasks. It contains 5123 tampered
images in JPG or TIFF format, which includes 3274 copy-move images and 1849 spliced images.
PS-Battle dataset is constructed based on the “photoshopbattles” subreddit, where large amount
of professional artists post manipulated images regularly.

Besides focusing on manipulated images on social media, researches such as [10, 11, 12]
also stated that the number of image forgery in research papers has increased over the years. In
“The prevalence of inappropriate image duplication in biomedical research publications” [10],
researchers pointed out that most image forgeries in academic fields are conducted through trans-
formation, cropping, duplication, and image enhancements. These misleading images are often
caused by carelessness, but are sometimes modified intentionally. Several image verification
methods for academic research papers have been proposed by the researchers. An automatic de-
tection framework for image manipulations [11] used software operations to “crop” images from
the research paper and feed them to several image checking software to perform the verification.
Another forgery detection method [12] uses Scale-Invariant Feature Transform (SIFT) [13] key-
point detection algorithm, RanSac algorithm, and other image manipulation detection methods
with the combination of human labels to identify suspicious images. However, these methods
are not suited for large amount of images because they require human to be involved during the
verification process.

Typically, different model focuses on detecting different kinds of image manipulations. Many
researches such as [14, 15, 16, 17, 18] performs image verification on copy-move regions. Such
tasks often use a method like level set approach, SIFT, cellular automata and local binary patterns,
and patch match. Other researches like [19, 20] detects image splicing manipulation and regions
with forged contents, where wavelet decomposition and polar harmonic transform was used. In
“An Evaluation of digital image forgery detection approaches” [21], it is concluded that most
image verification models focus on detecting copy-move, forged image region, tampered region,
and image splicing. Among all the detection types, copy-move detection is the most common
one.
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1.4 Motivation and Contribution
Considering the negative impact forged images can deal to our society, this research paper

proposes F-SegNet, an self-supervised-learning-based image forgery detection framework that
integrates Mask R-CNN [22], ELA [23], NMA [24], and MoCo-v2 [25]. This paper has four
major contributions:

• Creates a self-labeling image dataset that quantifies image verification accuracy.

• Novelly converts image verification problem into forgery instance segmentation problem
to raise F-SegNet’s accuracy.

• Integrates multiple Image Analysis Methods (IAMs) with Mask R-CNN to improve the
detection efficiency and precision.

• Combines Mask R-CNN with self-supervised learning method to better utilize numerous
unlabeled data and thus mine semantics knowledge to improve the model’s performance.

The rest of the paper is organized as follows: Section 2 introduces the auto-labeling dataset
we provide for image splicing detection. Section 3 explains the architecture of our image veri-
fication algorithm. Section 4 compares the experiment results. Finally, Section 5 concludes the
paper.

2 ALIS Dataset
In image verification field, most datasets lack pixel-level labels that indicate the actual modi-

fied area in the picture because marking these areas is a very labor-intensive job. Both CASIA2.0
and PS-Battle datasets do not include the localized “truth mask” for image manipulation. A fully
labeled dataset with localized object mask is essential for the training and evaluation of im-
age verification networks. In this section, we established Auto-Labeled Image Splicing (ALIS)
dataset, which can automatically generate spliced images with pixel-level truth masks.

2.1 Image Collection
ALIS dataset is constructed based upon three image datasets: COCO, ImageNet, and Crowd

Human. COCO [26] is a large-scale image dataset designed for object detection and image

Figure 6: ALIS dataset generation pipeline.
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segmentation tasks. ImageNet [27] is another large image dataset that contains high-definition
pictures for object recognition and other visual studies. Eventually, Crowd Human [28] is a
dataset comprised of photos that contain multiple human instances that can be used to enhance
our model’s performance when detecting human forgeries.

2.2 Mask R-CNN based Auto-Labeling Pipeline

ALIS dataset uses Mask R-CNN [22], an instance segmentation approach, to generate spliced
images with clean outlines. A detailed discussion of Mask R-CNN can be found in Section
3.1. Since the entire process is conducted by machine, the labeling of the modified area will be
automatically recorded and saved with the final output as well.

To perform the generation of forged images, ALIS dataset takes two inputs: an image that
provides elements for image splicing (image 1) and a second image (image 2) that we want to
“transplant” the element from image 1 onto (Fig.6). To perform the generation of ALIS dataset,
Mask R-CNN model will first generate a prediction result based on all the existing instances in
image 1. Instead of object detection approach which generates only a rectangle prediction box,
image segmentation approach was used in order to ensure that the least amount of undesired
background will be added into image 2. The object with the highest confidence score will be
selected and then be pasted onto image 2 after random transformation. The ground truth mask
for this operation will be saved while producing the forged image as well.

Algorithm 1 ALIS dataset generation process
Require: img1 as input image 1; img2 as input image 2; M as default Mask R-CNN model

1: seg results = Msegmentation(img1)
2: spliced ob ject = maxcon f idence(seg results)
3: spliced area = img1 ∩ spliced ob jectinstance mask
4: trans f ormed spliced area = random trans f ormation(spliced area)
5: Output(trans f ormed spliced area + img2) as spliced image
6: Output(trans f ormed spliced area ∩ img2) as truth mask

2.3 Annotation Quality and Data Distribution
During the experiment, however, we raise a concern that a model trained on ALIS dataset

can only learn the ability to segment objects instances such as people and cars but not forgery
instances. Therefore, three datasets are used to ensure that multiple objects exists in one image.
By doing so, a person instance can be added into a group of people (Fig.6), so that the generated
image will resemble real-world images better and reinforce the learning difficulty. Since a large
amount of computer vision models use datasets in COCO format [26], we convert ALIS dataset
into this style to ensure the universality of our dataset. Besides all the image files, datasets in
COCO format contain a JSON file that stores the image information such as file name, file size,
object mask, and object class. In ALIS dataset, only one class persists among all the images,
which is the “forged” class. To create a JSON file that includes our dataset information, pyco-
cocreator [29], a library that converts image datasets into COCO format, is used to accomplish
the task. Together, ALIS dataset provides a total of 224,388 machine-generated spliced images
with their corresponding ground truth masks. We focus on generating only 5 categories of spliced
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Figure 7: Image (a) is the input image and image (b) is the truth mask for splicing area. Other
pixel-level forgery detection models might sometimes generate a meaningless mask (c), while F-SegNet

can generate a clean segmentation outline for suspicious region (d).

images: Person, People, Car, Cat, and Chair, because they can represent some of the most com-
monly seen objects in our daily life. However, any researchers can further extend the dataset
according to their need by easily using our image generation algorithm provided above.

3 F-SegNet Architecture
The traditional approach to perform image verification is to calculate every single pixel’s

probability that is being forged. This sometimes results in a output mask that look blurry and
meaningless (Fig.7.c), which cannot effectively help the observer locate forged areas. In com-
parison, this paper converts an image verification problem into a forgery instance segmentation
problem, considering the fact that both tasks require computer models to generate a predicted
mask of a specific object. In F-SegNet, we wish to generate mask on the “forged” class. There-
fore, Mask R-CNN [22], a popular and effective model in image segmentation field, is adapted
into the model. Since such models consider the forged area as a whole object, F-SegNet can
output a much cleaner mask with clearer outline comparing to other methods (Fig.7.d).

3.1 Backbone: Mask R-CNN
Mask R-CNN is an instance segmentation model based on Faster R-CNN [30]. It generates

object mask for every individual object in the image while performing classification tasks. As
shown in Fig.9, Mask R-CNN is divided into multiple stages to achieve this work. It typically
uses ResNet [5] as its first-level feature extractor. ResNet, also known as Residual neural net-
work, is aimed to solve the “degradation problem” found when performing training on deep-level
neural networks. In ResNet, results from previous layers are allowed to affect the following lay-
ers. By doing so, ResNet significantly improved training loss in deep-level neural networks. In
Mask R-CNN’s feature extractor, the beginning layers will extract simpler features such as cor-
ners and edges while deeper layers will extract features that are more complex, such as a person
or a car. During this process, a Feature Pyramid Network (FPN) [31] is implemented to allow
higher level features to be passed down to the lower level layers directly and thus improve the
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Figure 8: The main architecture of F-SegNet, which is adapted from Mask R-CNN. The input is
converted into a 9-channel image and the default backbone (ResNet-50) is replaced with model weights

trained from MoCo-v2. Detailed description for IAM adaptation and self-supervised learning can be
found in Section 3.2 and Section 3.3.

extraction process (Fig.9). Eventually, the 1024×1024×3 input image will be converted into a
32×32×2048 feature map.

After the extraction of key features in the original image, a Region Proposal Network (RPN)
will scan the image based on the “anchor points” in the image and propose regions that are likely
to contain objects. This process is usually time-efficient because RPN scans over the generated
feature map instead of the original image. The outputted region of interests (ROIs) will be passed
down to an ROI classifier that categorize the class of the object and further adjust the bounding
box of the instance. During the ROI classification process, ROI pooling and ROI alignment
methods are introduced. ROI pooling is applied to ensure that the classifier can perform catego-
rization on different image sizes by scaling the original input into a fixed size (7×7). However,
when the output size passed down from the previous level is not a multiple of the classifier’s input
size, non-integer strides will occur. Rounding the stride to the nearest integer will make some
information from the original image being discarded. To solve this problem, ROI alignment is
applied, where the stride is remained as a non-integer value and the feature map is being sampled
using bilinear sampling.

Eventually, to generate the object mask for instance segmentation, the pooled feature map
will be passed to a fully convolutional network (FCN). FCNs are implemented because they
retain spacial orientation, which is crucial for location-specific tasks such as generating object
masks. The output mask of FCN is a 28×28 soft mask layer represented with float numbers,
which will be eventually up-scaled to the original image size.

Figure 9: Mask R-CNN framework [22] (a) and FPN architecture [31] (b).
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Figure 10: ELA analysis extracts JPEG compression differences by re-saving an image. In the analysis
result (b), Obama and his outfit is in high intensity values, indicating that this area has a different error

level comparing to the entire image.

3.2 Image Analysis Methods

Since many photo editors are able to minimize the trace of manipulation with image pro-
cessing skills, it is difficult to detect forgeries with the information presented in the image only.
Instead, we should unearth more hidden data and features through different image analysis meth-
ods.

Platforms such as FotoForensics4 and Forensically5 are both online image forgery detection
tools that utilizes different IAM algorithms. As described by in [12], other researchers also
proposed pipelines that detect image forgeries in research paper. However, all the methods men-
tioned above require human observer to perform the verification task and are not integrated with
an automatic-detection model. In some circumstances, the results produced by such methods
might confuse the observer because they output meaningless analysis results. In order to provide
an effective and also efficient forgery detection framework, this paper combined two IAMs, ELA
and NMA, into F-SegNet to further improve the model’s performance.

3.2.1 Error Level Analysis (ELA)

ELA [23] is an image analysis method based on the fact that JPEG is a lossy compression
method. When every JPEG image is being re-saved, some of its original information will be
discarded by the compression algorithm. Eventually, an image after many re-saves will reach
an error rate where nearly no information will be further discarded. However, if a region is
added to the original image after a few times of compressions, it might have a different error rate
comparing other parts in an image. In ELA process the original image is re-saved at a known
error rate, and the result are obtained by subtracting these two images:

ELA← (img− img · c%) · s (1)

where img is the original input image, c is the compression ratio, and s is the error enhancement
scale. If an image undergoes no modification, the ELA outcome should have similar intensity
consistency for every object in the image. However, if an image is manipulated, ELA might find

4FotoForensics: http://fotoforensics.com/
5Forensically: https://29a.ch/photo-forensics/forensic-magnifier
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Figure 11: Normal map analysis (b) captures the gradient of light intensity in an image. Real images
usually contain areas with complex details due to random noises (yellow area). Computer-generated

regions usually appear in flat or boxy patterns (red area).

areas that have a different error rate, which are often indicated as high intensity output (Fig.10).
Since ELA is based on the compression of images, it is good at capturing JPEG modification
artifacts done by image editing software.

For image formats that undergo lossless compression (such as PNG images), the image infor-
mation will not be discarded if every re-save is performed at a 100% quality level. Theoretically,
ELA should find very little differences in the error rate among these lossless images. In our
experiment, however, it is discovered out that ELA is still having a decent performance on PNG
images. This is probably due to the fact that every photo taken by a camera is originally out-
putted as JPEG format, and then being converted into other formats during the image editing
process. This characteristic allowed ELA to find image compression artifacts in almost every
image disregarding the image file type.

3.2.2 Normal Map Analysis (NMA)

NMA [24] calculates the surface normal direction for every pixel in the image based on the
light direction. Most of the time, light intensity is not evenly distributed in the image. Sections
closer to the light source will have a higher intensity value while sections in the shadow will
have a lower intensity value. In our model, normal map analysis uses the sobel operator [32] to
compute the image gradient on both x and y axis and combine them into a vector representing the
surface normal of each pixel. The red, green, and blue (RGB) value in a normal map indicates
the values on the X, Y, and Z axis respectively.

NMA is particularly effective in detecting computer-generated regions. If an image is taken
by a camera, random noises should appear on the entire image, even the area is visually smooth
to human eyes. Therefore, when conducting NMA, the algorithm should find random gradient
noises on flat surfaces. However, if a surface appears to be flat in normal map analysis, it probably
means that this region is generated by a computer software, since image editing software usually
does not take camera noises into account (Fig.11).
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3.2.3 IAM Integration

To perform the integration of IAMs with Mask R-CNN, the input of ResNet-50 backbone has
to be modified. In a typical ResNet-50 backbone, a 3-channel (RGB) image is passed into the
neural network. In F-SegNet, the image array is resized into a 9-channel image, where the first
three channels contain the original RGB information, the fourth to sixth channels contain ELA
results, and the last three channels contain NMA results (Fig.8).

Algorithm 2 IAM adaptation process
Require: img as input image, in numpy array format

1: tmp img = resave img at 90% error rate
2: ela img = img - tmp img
3: Sobelx,Sobely = compute sobel operation for img on both x and y axis
4: nma img = Compute normal map(Sobelx,Sobely)
5: out put img = numpy array of size[img.height, img.width,9]
6: for i in range 3 do
7: out put img[i] = img[i] //channel 0-2 represents original image
8: out put img[i+3] = ela img[i] //channel 3-5 represents ELA image
9: out put img[i+6] = nma img[i] //channel 6-8 represents NMA image

10: end for
11: Output out put img

3.3 Self-Supervised Learning
As described in Section 2, image manipulation datasets often have labels only on whether

the image is being forged. Most datasets do not have a pixel-level label on the forgery mask
because locating forged areas is an expensive task. Therefore, self-supervised learning approach
is implemented into F-SegNet. Comparing to supervised learning which requires external label
data, self-supervised learning uses labels and information that are contained in the data itself and
convert the problem into a supervised learning. Therefore, it can achieve a better performance
on a limited dataset size. Moreover, when sufficient labeled data is provided, self-supervised
learning can improve the model’s performance to a further extent.

There are two types of self-supervised learning methods that are widely being used: pretext-
based learning, which was previously used before, and contrastive learning, which is currently
a more popular approach. Contrastive learning learns through comparing positive samples and
negative samples. Comparing to other self-supervised learning methods, contrastive learning
focuses more on abstract representation of the image instead of the pixel-level details. During
training, a contrastive learning model will generate both positive and negative samples to learn
with. The neural network will gradually develop a function to maximize the gap between two

Figure 12: Implementation of DINO in a video clip [33].
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different types of samples.

One implementation of contrastive self-supervised learning is SimCLR [34]. For every image
input, SimCLR will generate two correlated learning samples. Contrastive Loss Function, which
reduces the gap between correlated samples and enlarges the gap between uncorrelated samples,
will further adjust the model. During contrastive learning, however, models such as SimCLR
requires a relatively large number of batch size. Therefore, Kaiming He et al. proposed Moco
[35], also known as Momentum Contrast. In 2020, Xinlei Chen et al. improved MoCo and
proposed MoCo-v2 [25]. Comparing to other contrastive learning methods, MoCo uses two
encoders and updates network parameters during the process of training: one is a regular encoder
and the other is a momentum encoder. As a result, MoCo has a less requirement on training
device and can be implemented on more situations.

Another implementation of self-supervised learning is DINO [33]. DINO is a self-supervised
developed by Facebook and is well-suited for training on random and unlabeled data (Fig.12). In
DINO training, the model uses a “self-distillation” process, where a supervising teacher network
and a learning student network are introduced. Both networks contain a Vision Transformer
(ViT), and the teacher’s momentum is set to an exponentially weighted average of the student
ones:

θt ← λθt +(1−λ )θs (2)

where θt represents teacher weights, θs represents student weights, and λ follows a cosine sched-
ule during training process.

4 Experiments
4.1 Training Environment

The experiment is conducted on an 80-cores machine with 128GB memory installed and 2
RTX-6000 GPUs mounted. Ubuntu 18.04 LTS is installed as the operating system, and python
3.7 is used as scripting language. Unless specified, all trainings are performed with an iteration
of 100,000, learning rate of 0.00025, and configured with a default ResNet-50 backbone. In
addition, Detectron2 [36] is used as our framework and Colab is used as the visualization tool
for training analysis. All the evaluations below follow COCO evaluation metrics6.

4.2 Experiment Results

Table 1 gives the AP score of Bbox detection and segmentation of Basic Mask R-CNN after
20,000 iterations, where no pretrained weights are used. As presented in the table above, the
evaluation score did not reach our expectation. By comparing the results after 10,000 and 20,000

Table 1: The comparison of Basic Mask R-CNN model after 10,000 and 20,000 iterations.

6COCO detection evaluation metrics: https://cocodataset.org/#detection-eval.
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Table 2: Comparison between Basic Mask R-CNN and IAM-implemented Mask R-CNN after 100,000
iterations of training.

iterations of training, it is shown that the AP score of 20,000 iterations has increased considerably.
The result suggests that the low performance of the Basic Mask R-CNN model dose not comes
from overfitting, and we had to seek other ways to improve the model.

As described in Section 3.2, image analysis methods (IAMs) can provide extra information
to the neural network. Therefore, two popular IAMs, ELA and NMA, are implemented into
the basic Mask R-CNN model and the training is extended to 100,000 iterations. Table 2 gives
the AP scores of the IAM-Adapted Mask R-CNN model, where no pretrained weights are used
and the input was converted into a 9-channel image. After the implementation of IAMs, the
model’s performance increases in every aspect. The average AP score for Bbox detection and
segmentation has increased 6.844 and 7.366, respectively. The image analysis methods being
used in the model gives additional information to F-SegNet and thus can strengthen its ability to
locate forged areas. Therefore, combining IAMs with Mask R-CNN is a valid method to improve
model performance. However, the model’s AP score after the integration of IAMs is still lower
than our expectation.

Next, the backbone of Mask R-CNN model is replaced with model weights trained from
MoCo-v2 [25], a self-supervised learning model, to let F-SegNet utilize limited data better. Ta-
ble 3 compares the performance of IAM-Adapted Mask R-CNN and MoCo-v2+IAM-Adapted
Mask R-CNN, where the IAM model uses a default ResNet-50 model as its backbone and the

Figure 13: Comparison between Basic Mask R-CNN, IAM-Adapted Mask R-CNN, and
MoCo-v2+IAM-Adapted Mask R-CNN on Bbox detection (a) and segmentation (b).

14

20
21

 S.-T
. Y

au
 H

igh
 Sch

oo
l S

cie
nc

e A
ward



Table 3: Comparison between IAM-Adapted model and MoCo-v2+IAM-Adapted model after 100,000
iterations of training.

MoCo+IAM model uses model weights from MoCo-v2 as its backbone. With the implementa-
tion of self-supervised learning, the performance score is boosted significantly. Comparing to
the IAM model, MoCo-v2+IAM model shows a 24.838 and 18.881 increase in the average AP
score of Bbox detection and segmentation, respectively.

Fig.13 compares the three models’ average AP result during the 100,000 iterations of training.
The MoCo-v2+IAM-Adapted model has demonstrated an overall leading performance through-
out the entire training process. Moreover, as shown by the blues lines, the implementation of
self-supervised learning allows F-SegNet to achieve a better performance with less training: a
MoCo-v2+IAM model that is trained for only 30,000 iterations is capable of competing with a
IAM-Adapted model which had been trained for 100,000 iterations.

Eventually, the training on MoCo-v2+IAM-Adapted Mask R-CNN model is extended to
500,000 iterations. Fig.14 (a) demonstrates the total loss and Fig.14 (b) shows average AP scores
for Bbox detection and segmentation. After roughly 2 days of training on our machine, F-SegNet
has reached a total loss of 0.088 and achieved average AP scores close to 90. Among all the five
categories in ALIS dataset, “Car” and “Cat” subcategories has received the highest AP scores.
Considering the outstanding performance of F-SegNet, it can be potentially be deployed into
certain image verification fields (Fig.15).

Figure 14: Model total loss (a) and Bbox detection and segmentation average AP score (b) after 500,000
iterations of training.
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Table 4: Detailed AP score for Bbox detection and segmentation tasks after 500,000 iterations of
training.

5 Conclusion
In this paper, we proposed ALIS dataset and F-SegNet. ALIS dataset is an auto-labeled

dataset that automatically generates spliced images with pixel-level truth masks. By combining
three well-known image datasets: COCO, ImageNet, and Crowd Human, we together generated
224,388 images for “Person”, “People”, “Car”, “Cat”, and “Chair” categories. This dataset is
eventually converted into COCO format and uploaded on Dropbox7 to be easily accessible to
any researcher.

F-SegNet is an image forgery detection framework that combines Mask R-CNN, modern im-
age analysis methods (ELA and NMA), and self-supervised learning to improve the model’s per-
formance. By using Mask R-CNN, a popular image segmentation model, we converted a forgery
detection problem into instance segmentation problem. We also replaced the backbone of Mask
R-CNN with model weights from a MoCo-v2 model, which allowed F-SegNet to achieve the
same outcome with only 30% of the training time (Fig.13). Eventually, after training for 500,000
iterations, F-SegNet received an average AP score of 88.090 and 89.062 in Bbox detection and
segmentation tasks, respectively. As shown in Fig.15, the distinctive performance of F-SegNet
has allowed it to perform certain forgery detection tasks on spliced images.

Figure 15: F-SegNet performance on spliced images.

7https://www.dropbox.com/sh/r94z9f7ov66gj3i/AACLXFgDuogrSK-jiMJPJ9YFa?dl=0
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Appendix A: Experiment Record

Table 5: Training record for Basic Mask R-CNN throughout 100,000 iterations.

Table 6: Training record for IAM-Adapted Mask R-CNN throughout 100,000 iterations.
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Table 7: Training record for MoCo-v2+IAM-Adapted Mask R-CNN throughout 500,000 iterations.
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Appendix B: F-SegNet Prediction Outcome

Figure 16: Demonstration of F-SegNet prediction outcome on spliced images.
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