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论文题目：A new LASSO-BiLSTM-based ensemble learning

approach for exchange rate forecasting

作者：Siyuan Liu， Qiqian Huang

论文摘要 ：Foreign Exchange Rate affects many countries’ economic status and

development. Therefore, it is essential to find the factors affecting the exchange rate

price and make reasonable predictions. This paper proposes the novel

LASSO-BiLSTM-based ensemble learning method by integrating LASSO and

BiLSTM to predict the USD/CNY exchange rate. This paper, 29 market-level

variables and macroeconomic variables are selected to predict the monthly United

States Dollar to Chinese Yuan (USD/CNY) exchange rate. The

LASSO-BiLSTM-based ensemble learning approach contains two parts. First, the

LASSO method is utilized to select the six most correlated variables with the

exchange rate for future prediction; Second, the BiLSTM is employed to forecast

exchange with the six chosen variables. Moreover, to test the effectiveness of

BiLSTM, a comparison with four deep learning algorithms, extreme learning machine

(ELM), kernel extreme learning machine (KELM), long short-term memory (LSTM),

and support vector regression (SVR), are conducted. Root mean squared error (RMSE)

and mean absolute error (MAE) are employed for analysis to demonstrate the

accuracy of the prediction. This paper found that the proposed

LASSO-BiLSTM-based ensemble learning method provides the best predictive result

overall.

关键词 ：exchange rate forecasting, BiLSTM, LASSO, macroeconomic factors,

market-based variables
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1. Introduction

Foreign exchange rates are always characterized by high volatility and

uncertainty since it is influenced by numerous unstable factors, such as economic

factors and geopolitical events. However, forecasting the foreign exchange rates is

essential for the government as it relates to the country’s financial security and may be

used to improve the accuracy and foresight of policy making. Moreover, for

enterprises and individuals, accurate foreign exchange rates may help them to hedge

risks and gain considerable investment income. Thus, various models are adopted to

precisely capture the complexity and nonlinearity of the foreign exchange rates. This

research aims to predict the exchange rate of USD/CNY by employing new

combinations of variables and using different neural network models, improving the

original methodology.

These methods can be divided into three categories: 1) econometric and statistic

methods, including ARIMA, GARCH, VAR, etc. Econometric and statistical methods

always have the stationarity assumption and perform better with stationary data.

However, the predictions would be far less than ideal with the nonstationary data. 2)
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artificial intelligence model, including ANN, SVR, NN, etc. Artificial intelligence

models overcome the shortages of econometric and statistic methods, but also have

parameters optimal and overfitting problems. 3) Hybrid approach, which can combine

parametric and nonparametric techniques. Ince & Trafalis divided the prediction

process into two stages, using ARIMA to determine the correct input in the first stage,

and combining ANN and SVR to forecast the exchange rate in the second stage (Ince

& Trafailis, 2006). Henríquez & Kristjanpoller (2019) firstly used ICA to extract the

noise of time series and then used NN in forecasting. Other hybrid models such as

ANN-GJR (Baffour et al., 2019), and GRU-LSTM (Islam & Hossain, 2020) were

used in recent years. Whereas existing literature mainly adopted a data-driven

framework. The long-term result may not be captured accurately without

comprehensively considering the influence of correlated variables.

Traditionally, macroeconomic and market-level variables are used to forecast the

exchange rate. Since macroeconomic variables and the exchange rate are strongly and

directly correlated, the predictions were made in various countries. Nor & Masron

(2020) analyzed the situation in Somalia and illustrated that shocks and

macroeconomic factors lead the high volatility. Kim & Park concluded that specific

macroeconomic variables affect short-term and long-term fluctuations of the exchange

rate in the US, respectively. Moreover, the relationships between macroeconomic

variables and the exchange rate vary in different countries.

Market-level variables may be divided into different categories. For instance, for

the commodity market, the cross-correlations between the exchange rate and

commodity prices were analyzed (Cashin et al., 2004) (Lu et al., 2017). Some pieces

of literature may focus on specific commodities and takes the financial market into

account, studying correlations across energy, gold, the stock market, and the exchange

rate (Sujit & Kumar, 2011) (Jain & Biswal, 2016) (Singhal et al., 2019). Others may

use google trends to predict the exchange rates since it represents public opinions to a

certain degree and may be more accurate in predicting the actual directions of change

in the nominal exchange rate (Bulut, 2018).

However, existing literature mainly analyzed the relationship between
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macroeconomic and market-level variables, and few use both to predict the exchange

rate. Moreover, among these variables, some may have the highest relevance to the

exchange rate (Wei et al., 2018). Thus, filtering out the most necessary variables and

excluding variables with weak relevance may reduce noise, providing a more accurate

result.

Based on the literature, we proposed a novel LASSO-BiLSTM-based ensemble

learning approach for exchange rate forecasting. First, the LASSO is used to filter the

macroeconomic variables and market-based variables; Second, the BiLSTM is

utilized to forecast the exchange rate with the chosen variables.

The major contributions in this paper are as follows. First, compared with the

previous study, it is the first time that the market-based variables and macroeconomic

variables have been selected to predict the exchange rate of USD/CNY and this new

method may take market sentiment, uncertainty, public opinions, and other explicit

relationships between macroeconomic variables and exchange rate into account.

Second, Lasso filters out six variables with the highest relevance before the models

are utilized since excessive variables may lead to overfitting. Third, to the best of our

knowledge, BiLSTM is used to predict the exchange rate for the first time. And the

empirical study shows that the proposed LASSO-BiLSTM approach can outperform

the benchmarks.

The rest of this study is organized as follows. Section 2 introduces the related

models, including LASSO, SVR, ELM, LSTM, BiLSTM, and KELM. Section 3

proposes 29 initially chosen variables in four different categories, six selected

variables with the most significant relevance, and the adopted evaluation criteria.

Finally, the performances of five neural network models and the other five

LASSO-combining models are compared horizontally in Section 4.
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Figure 1. A LASSO-BiLSTM-based ensemble learning approach

2. Methodology

In this research, we employed several novel approaches for dollar against RMB

forecasting. The least absolute shrinkage and selection operator (LASSO) method is

used to select several optimal variables out of 29. Bidirectional long short-term

memory (BiLSTM) model, extreme learning machine (ELM), kernel extreme learning

machine (KELM), long short-term memory (LSTM), and support vector regression

(SVR) models will be used in forecasting dollar against RMB, and its accuracy will

be compared amongst these models.

2.1 Least absolute shrinkage and selection operator

The LASSO is a powerful method for variable selection and constructing

regression. Tibshirani (1996) invented this method, which is used to enhance the

testing accuracy of the model used afterwa. The basic idea of LASSO is that it adds a

penalty to the model’s residual sum of squares (RSS) (Tibshirani, 1996). It will

accelerate the penalty if the RSS exceeds the penalty term; therefore, a regularization

process will be applied to shrink some of its coefficients to zero so the penalty will

nrdot be too high (Tibshirani, 1997). Thus, only several features are left, and feature

selection is achieved.
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The LASSO method can bring us several advantages. First, the LASSO method

can increase the interpretability of the regression model due to the shrinkage of

several redundant or least correlated variables. Researchers can then interpret which

explanatory variable has the more significant effect on the response variable,

eliminating irrelevant variables that are not correlated. Second, this process reduces

overfitting. Overfitting usually occurs when the training model has too many

explanatory variables. Although the model will work well in training, it does not work

well in testing data. The LASSO feature selection method reduces overfitting, where a

more accurate prediction of testing data will be achieved. Last, a trade-off between

bias and variance will be found. This is because when the penalty term increases, bias

increases and variance decreases, thus making the model less complex and reaching a

balance between bias and variance.

In a linear model, we assume the formula will be

� = �� + �

with response variable Y and explanatory variable X. X can also be defined as an Xn*k

matrix and Y can be defined as a Yn*1 matrix in vector form.

The LASSO minimizes the RSS with an upper bound to the sum of the absolute

values of the model parameters. The upper bound is denoted as t.

��������
�=1

�

�� −
�

������

2

������� ��
�=1

�

�� < ���

Which also means in vector form, the optimization will be

��������
� − �� 2

2

�
������� ��

�=1

�

�� < ��

A penalty term λ is added before the sum of model parameter’s absolute value.

The larger the penalty term, the more shrinkage the model will be. Therefore, the

parameter estimation will be

�� � = argmin
�

� − �� 2
2

�
+ �

�=1

�

���

For some values of j, βj(λ) = 0. In this circumstance, these features with
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coefficient = 0 will be excluded from the model. Note that the penalty value is

changed by researchers. Therefore, the LASSO method of feature selection is a useful

method for feature selection in machine learning.

2.2 Long short-term memory and bidirectional long short-term memory

The long short-term memory (LSTM) and bidirectional long short-term memory

(BiLSTM) are modeling techniques that can predict a variable based on existing

variables. BiLSTM is a bidirectional LSTM approach that can detect both positive

and negative cues. Both methods are instrumental, where many explanatory variables

need to be explained.

Hochreiter and Schmidhuber (1997) invented the LSTM approach. The key idea

behind the LSTM approach is to regulate the cell states by using three gates, the input,

forget, and output gates. The forget gate determines whether the information should

be kept or forgotten. The input gate determines how much information appears in the

input values. The output gate controls information output from the cell state to the

hidden state (Hochreiter & Schmidhuber, 1997). Figure 2 demonstrates the

architecture of LSTM.

Figure 2. Graphical representation of LSTM

LSTM replaces the nodes of the recurring neural network (RNN) model with

special cells, which solves RNN’s vanishing gradient problem (Aslan et al., 2021).

The LSTM calculated the hidden state ht, for gates, transformation, and state update,

at time t (Sherstinsky, 2020). The initial data sequence inputted into the LSTM is

represented as x1, x2, …, xn. The LSTM model can be described as follows:
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Gates:

�� = � �� ∙ ℎ�−1, �� + ��

�� = � �� ∙ ℎ�−1, �� + ��

�� = � �� ∙ ℎ�−1, �� + ��

Transformation:

��� = tanh (�� ∙ ℎ�−1, �� + ��)

State update:

�� = �� ∗ ��−1 + �� ∗ ���

ℎ� = �� ∗ tanh (��)

where ft, it, and ot are three gates, δ represents the sigmoid function, Ct represents the

cell state, and ht represents the hidden state (Zhang et al., 2020). W and b are cell

parameters. These structures work together to form a network, where inputs can pass

by getting through these functions and outputted from the hidden state.

On the other hand, BiLSTM is a bidirectional LSTM approach, and it is more

complicated than LSTM. BiLSTM contains six layers, input layer, embedding layer,

BiLSTM layer, global pooling layer, concatenation layer, and output layer (Zhang et

al., 2020). Figure 3 demonstrates the architecture of the BiLSTM model.

Figure 3. Graphical representation of BiLSTM

In the first layer, the input layer, let D = d1, d2, d3, …, dv be the total number of

dimensions the data input. Then, i1, i2, i3, …, in be the total unique indices in each

dimension. The data is now carried as a sequence of unique indices that allows the

embedding layer and BiLSTM layer to compute (Hameed & Garcia-Zapirain, 2020).
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The input layer processes data into the machine and organizes it, preparing for later

data processing and model running.

The embedding layer transformed the input into an embedding matrix with

dimension n*d, where n depicts the number of indices in dimension d (Hameed &

Garcia-Zapirain, 2020). The resulting embedding matrix X looks approximately like

the following.

� =

�1,1
�2,1
�3,1

�1,2
�2,2
�3,2

⋯
⋯
⋯

�1,�
�2,�
�3,�

⋮ ⋮ ⋱ ⋮
��−1, 1
��, 1

��−1,2
��,2

⋯
⋯

��−1,�
��,�

The BiLSTM layer processes the pre-embedded data into the BiLSTM model. In

this situation, BiLSTM is used to predict the hidden state H = (h1, h2, …, hn), which is

concatenated from both forward to back and back to forward. The hidden state in this

paper will be the dollar against the RMB exchange rate. At time t, for the input xt, the

hidden unit vector function ℎ�� is calculated based on the previous hidden state ℎ�� �−1 .

At the same time, a backward hidden function ℎ�� is calculated based on the future

hidden state ℎ���+1 . For each t, the hidden states at both directions ℎ�� and ℎ�� , are

concatenated into a long vector (Chen et al., 2017). Mathematically, the hidden vector

h is represented as follows:

ℎ� = ℎ�� � ⨁ ℎ���, ℎ� ∈ �2�

Where ⨁ represents the concatenation method and L means the size of each direction

of LSTM. The output of BiLSTM can be summarized as a single strand ℎ� = [ℎ�� �, ℎ���].

In the global pooling layer, the output ℎ� are passed into a global maximum

pooling layer and global average pooling layer. A maximum value is retrieved in the

global maximum pooling, and an average value is retrieved from the latter.

Then, the concatenation layer concatenated these two values, and the final value

is shown in the output layer.

2.3 Support vector regression
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Support vector regression (SVR) is a regression model adopted from the basis of

support vectors. In a nutshell, SVR divides the dataset into different classes, and the

response variable’s prediction will be classified into one of those classes.

Considering a set of training dataset { �1, �1 , …, (��, ��)} ⊂ � × ℝ, where � is a

matrix for the input patterns. We define an ε-SV regression as finding a function that

for each predicted point, has at most ε deviation, to the actual point (Cortes & Vapnik,

1995). This means this regression will not accept any deviations larger than ε.

We begin by assuming the function we want to achieve is a linear one. For the

linear function �:

� � = �, � + �, � ∈ �, � ∈ ℝ

With � is a vector in � , and �, � represent the dot product of two vectors. To

keep the regression flat, we need a smaller � . Therefore, we tried to minimize

�, � = 1
2

� 2, in an optimization problem:

minimize
1
2

� 2

S.T. �� − �, �� − � ≤ �
�, �� + � − �� ≤ �

This optimization problem will only exist is all of the points can lie between +ε

and -ε. However, for some set of data, we cannot achieve that. Therefore, a slack

variable, representing the difference between �� to +ε or -ε is implemented as ��, ��
∗

(Wu et al., 2004). Therefore, we arrive a new optimization, which minimizes the

�, � as well as ��, ��
∗. The new equation will be:

minimize
1
2

� 2 + �
�=1

�

(��+��
∗)�

S.T.
�� − �, �� − � ≤ � + ��
�, �� + � − �� ≤ � + ��

∗

��, ��
∗ ≥ 0

where C is a constant that means the trade-off of flatness to the deviations it allows

(Smola & Schölkopf, 2004). This equation is the final model proposed, effectively

making valid predictions.

2.4 Extreme learning machine and Kernel extreme learning machine
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Extreme learning machine (ELM) is another deep learning model we will compare

with. This model was first introduced in 2006, aiming to improve the efficiency of the

single-hidden-layer feedforward network (SLFNs) (Huang et al., 2006).

Overall, there are numerous benefits of ELM over other SLFN networks. First, the

speed of ELM is extremely fast. It takes only seconds or faster than seconds to finish

the model’s learning phase (Huang et al., 2006). For complicated models, the ELM

learning machine only spends 1.6 minutes on running, but similar algorithms, such as

SVR, takes 12 hours (Huang et al., 2006). This makes the model run more efficient

than before. Second, the model is more effective than other SLFN models.

Secondly, the ELM model's simplicity reduces multiple problems in other

traditional gradient-based learning machines, such as overfitting and improper

learning rate (Huang et al., 2006). The simple and straightforward ELM algorithm

minimized these problems overall.

For N arbitrary distinct training samples of inputs (xi, ti), which xi represents

[��1, ��2, …, ���]� ∈ �� and ti represents [��1, ��2, …, ���]� ∈ �� . Therefore, the

training sample ��, �� ∈ �� × ��, (� = 1, 2, 3, …, �) , the output of SLFN for ��

hidden nodes can be represented as:

�� =
�=1

��

����(��)� =
�=1

��

���(�� ∙ �� + ��)� , � = 1, 2, …, �

Where �� is the output in SLFN, for input ��, � = 1, 2, …, � . �� and �� are the

learning parameters for jth hidden node, and there are � hidden nodes in total. �� =

[��1, ��2, …, ���]� is a linking parameter connecting between the jth hidden node to the

output �� (Ding et al., 2014). �(�� ∙ �� + ��) is the activation function for the SLFN

(Ding et al., 2014).

The equation above can be represented concisely as:

�� = �

And H is the output matrix for the hidden layer, β is the linking matrix between

hidden layer and outputs, and O is the output matrix for the SLFN (Ding et al., 2015).

They can be represented mathematically as:
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� =
�(�1 ∙ �1 + �1) ⋯ �(�� ∙ �� + ��)

⋮ ⋱ ⋮
�(�1 ∙ �� + �1) ⋯ �(�� ∙ �� + ��) �×��

,

� =
�1

�

⋮
���

�
��×�

, � =
�1

�

⋮
��

�
�×�

For minimizing � − � in ELM model, �� and �� are needed to be assigned

randomly without considering the input data. Therefore, this model now became a

linear one, using the Moore-Penrose (MP) generalization of H, denoted as �† (Chen

et al., 2016).

Therefore, the output weight � will be produced by the algorithm below after

transformation, which finishes the ELM model:

� = �†�

Kernel extreme learning machine (KELM) is a Kernel approach to ELM.

Multiple variations of KELM are used in previous research, such as multiple KELM

(Liu et al., 2015), hybrid KELM (Lv et al., 2020). Variations of kernels also exist,

such as the radial basis function (RBF) kernel (Iosifidis et al., 2015), exponential

radial basis function (ERBF) kernel (Madheswaran & Dhas, 2015). In this research,

the RBF kernel is used. This kernel is added to the ELM model making it more

accurate in testing data. It is a popular kernel used in multiple areas. The RBF kernel

can be defined as:

���� x, x' = exp [ − � x-x' 2]

where � is the parameter that sets the spread of the kernel (Ding et al., 2021). By

using such method, a more accurate prediction might be achieved.

3. Empirical Study

3.1 Data collection

29 variables ranging from various fields are selected, including:

(1)Macroeconomic variables: Federal reserve asset (FRA), export value (EX),

import value (IM), China money supply (CM2), China consumer price index (CCPI),
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industrial value added (IVA), Producer Price Index (PPI), purchasing managers' index

(PMI), America consumer price index(ACPI), dollar index (DXY), America money

supply (AM2), Global economic policy uncertainty (GEPU), China economic policy

uncertainty (CEPU), America economic policy uncertainty (AEPU), America

Economic Policy Uncertainty: News Index (AEPU-NI). (2) Financial assets: West

Texas Intermediate (WTI), future closing price of gold (FCPG), Dow Jones industrial

average (DJIA), NASDAQ Composite Index (NASDAQ), The S&P 500 index (S&P),

S&P 500 Volatility Index (VIX), Shenzhen composite index (SZCOMP), Shanghai

composite index (SHCOMP). (3) Sentimental index: University of Michigan

consumer sentiment index (UMCSI), average searching number in Google

Trends(GT), average searching number in Baidu index(BI). (4) Other composite

indicators: China composite leading indicator (CLI_China), global composite leading

indicator (CLI_Global), America composite leading indicator (CLI_US).

Table 1: Selected variables within four categories
Category Detailed variables

Macroeconomic variables
FRA, EX, IM, CM2, CCPI, IVA, PPI, PMI, ACPI, DXY, AM2, GEPU,

CEPU, AEPU, AEPU-NI (15)

Financial assets WTI, FCPG, DJIA, NASDAQ, S&P, VIX, SZCOMP, SHCOMP (8)

Sentimental index UMCSI, GT, BI(3)

Other Composite indicators CLI_China, CLI_Global, CLI_US(3)

In total, fifteen macroeconomic variables, eight financial asset variables, three

sentimental variables, and three other composite indicators are chosen. The monthly

data of GT and BI are obtained from google trends (https://trends.google.com/trends/)

and the Baidu index (https://index.baidu.com/v2/index.html), respectively. UMCSI is

obtained from Fred economic data (https://fred.stlouisfed.org/series/UMCSENT),

CLI_China, CLI_Global, and CLI_US are obtained from OEDC

(https://data.oecd.org/leadind/composite-leading-indicator-cli.htm), other variables are

obtained from the Wind Database (http://www.wind.com.cn/).

The data were selected from January 2011 to June 2022, separated into an

in-sample subset and an out-of-sample subset. The in-sample subset contains the

former 80% of the data, while the out-of-sample subset contains the rest of the 20%.
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Thus, 1) the in-sample subset is used for model training with the data from January

2011 to February 2020. 2) the out-sample subset if used for testing with the data from

March 2020 to June 2022.

Several seed words are selected for GT and BI. GT is used to represent public

opinions in the US, while BI is used to represent public opinions in China. For BI,

five seed words are selected: RMB to US dollar exchange rate, RMB exchange rate,

RMB to US dollar, Dollar RMB exchange rate, and Dollar renminbi exchange rate

trend (all in Chinese), and the average monthly search volume is calculated. For GT,

five other seed words are selected: Dollar RMB exchange rate, RMB exchange rate,

rate of RMB to USD, dollar to RMB, and dollar to yuan, and the average monthly

search volume is used to represent the overall public opinions toward the exchange

rate in different periods.

A logarithmic transformation is applied to the variables that contain data bigger

than 100: FRA, EX, CM2, AM2, FCPG, DJIA, NASDAQ, S&P, SZCOMP, SHCOMP,

BI, CLI_China, CLI_Global, CLI_US. The statistical properties of the exchange rate

and selected variables are represented in Table 2. The data distributions of CLI_China

and PPI are relatively asymmetric since the absolute skew are the greatest, while M2

and WTI tend to be symmetric distributions. For kurtosis, since the value of CEPU is

greater than 3, the data distribution is mesokurtic, while the other variables are

platykurtic distributed.

Table 2. Statistical properties of variables

Variables mean

Standar
d

deviatio
n

skewnes
s

kurtosi
s

Jarque-ber
a

P-valu
e

Observatio
n

FRA 10.41 0.09 0.28 2.59 2.22 0.00 109

EX 7.52 0.16 0.26 1.84 7.38 0.03 109

IM 7.34 0.13 0.31 1.79 8.45 0.14 109

M2 14.07 0.29 0.02 1.91 5.36 0.00 109

CPI 2.55 1.29 0.46 1.86 9.82 0.32 109

CPI_US 1.80 0.89 0.48 1.88 9.94 0.00 109

IVA 7.93 3.61 0.17 1.84 6.62 0.00 109
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PPI 0.39 4.02 0.76 2.58 11.29 0.00 109

PMI 50.67 0.93 0.42 1.90 8.68 0.82 109

DXY 89.17 8.42 -0.27 2.55 2.25 0.00 109

WTI 71.55 22.82 0.01 2.46 1.28 0.00 109

COMEX 7.21 0.13 0.40 2.02 7.21 0.46 109

DJIA 9.78 0.27 -0.16 1.80 6.94 0.00 109

NASDAQ 8.46 0.37 -0.19 1.83 6.82 0.00 109

AM2 9.39 0.15 0.04 2.00 4.61 0.00 109

S&P 7.59 0.28 -0.20 1.78 7.43 0.00 109

VIX 16.20 4.82 0.35 1.97 7.04 0.21 109

UMCSI 87.13 10.83 -0.03 2.00 4.56 0.00 109

SZCOMP 9.19 0.17 0.47 1.98 8.77 0.53 109

SHCOMP 7.91 0.19 0.12 2.74 0.57 0.00 109

GEPU 5.03 0.31 0.33 2.30 4.31 0.00 109

CEPU 5.47 0.78 0.63 3.62 9.20 0.00 109

AEPU 4.81 0.26 0.49 1.81 10.70 0.04 109

AEPU-NI 4.92 0.31 0.29 1.91 6.98 0.00 109

CLI_China 99.92 0.95 0.80 2.84 11.87 0.00 109

CLI_US
100.0
0

0.61 0.53 2.00 9.69 0.00 109

CLI_Globa
l

100.0
7

0.58 0.37 1.60 11.43 0.00 109

BI 8.33 0.64 0.21 2.23 3.45 0.00 109
GT 42.07 11.10 0.44 2.32 5.67 0.00 109

Lasso is used to filter variables. Former 80% of data (from January 2011 to

February 2020) are used to select variables. As a penalty is added to the residual sum

of square, some variables’ coefficients shrink to zero, which can be illustrated in

Figure 4. Eventually, six variables are filtered: FRA, DXY, S&P, GEPU, CEPU, and

BI.
仅
用
于

20
22
丘
成
桐
中
学
科
学
奖
公
示

20
22

 S.-T
. Y

au
 H

igh
 Sch

oo
l S

cie
nc

e A
ward

s



16

Figure 4. The coefficients of different variables for LASSO

3.2 Evaluation Criteria

Five machine learning approaches are used to make comparisons, including SVR,

ELM, LSTM, BiLSTM, and KELM to find a model with strong predictive power.

Meanwhile, three methods are used to evaluate the level of forecasting accuracy,

including MAE, RMSE. Here are the following formulas:

MAE= �=1
� ���−���

�

RMSE= 1
� �=1

� (�� − ��� )2�

where �� and ��� stand for the actual value and forecast value at time t respectively,

while n represents the number of observations. For MAE and RMSE, the smaller

calculated values represent smaller errors, which means there are less deviation

between the actual value and the forecast value.

4. Performance comparison

This section discusses the forecasting accuracy of five machine learning

approaches and LASSO-combining approaches. Table 3 illustrates the forecasting

deviation by utilizing 29 related variables. The statistical results illustrate that

BiLSTM and KELM have relatively outstanding performances, while BiLSTM

outperforms all the neural network models.
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Table 3. Evaluated performances of neural network models
MAE RMSE

SVR 54.50 55.52
ELM 56.91 58.80
LSTM 36.70 41.80
BiLSTM 18.59 22.36
KELM 23.41 24.59

Comparing the results shown in Table 3 and Table 4, which give the forecasting

deviation by using six variables with the highest relevance, the errors have

significantly shrunk. ELM’s performance improved the most after utilizing LASSO,

which decreases 27.81 and 28.84 under MAE and RMSE criteria, respectively. This

improvement illustrates two important conclusions: 1) Utilizing the LASSO method

of feature selection does reduce overfitting and thus gives a more promising result. 2)

ELM is especially sensitive to redundant variables under this research.

Table 4. Evaluated performances of Lasso-combining models
MAE RMSE

LASSO-SVR 37.84 39.53
LASSO-ELM 29.10 29.96
LASSO-LSTM 22.28 25.08
LASSO-BiLSTM 8.553 10.56
LASSO-KELM 16.52 17.47

Table 4 shows that BiLSTM and KELM combining models with stronger

forecasting abilities can still be concluded, which corresponds to Table 3 and thus

proves the models’ accuracy. However, as LASSO is used to select variables, the

deviation gap between LASSO-BiLSTM and LASSO-KELM increases, which leads

LASSO-BiLSTM to be more outperformed than the other models.

5. Conclusion

In this paper, the novel LASSO-BiLSTM-based ensemble learning method is

proposed to predict the USD/CNY exchange rate. The framework of the proposed

approach includes three steps. Firstly, 29 related variables from four different

categories are selected. Secondly, LASSO feature selecting approach is used to

choose six variables with the greatest relevance. Lastly, five deep learning methods
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(SVR, ELM, LSTM, KELM, BiLSTM) that employ 29 related variables and

LASSO-combining models (LASSO-SVR, LASSO-ELM, LASSO-LSTM,

LASSO-KELM) are adopted to forecast the exchange rate of USD/CNY, indicating

that LASSO-BiLSTM has the best performance and LASSO plays an important role

in forecasting accurately.
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