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Investigation on variables separating polynomials
KO Siu Ting, WONG Yin Cheung, YUNG Samantha
Abstract

In this paper, a polynomial p(z,y) is said to be k-separating if p(z,y) can be expressed as a1 (z)bi(y) +
az(z)b2(y) + -+ + ag(z)br(y). Our main questions are to determine the minimal number of k and find
single-variable polynomials a;(x), b;(y) for given polynomial p(x,y). We first prove that the minimal number
k is the rank of the matrix of coefficients of p(x,y). After that, we use Full Rank Factorization to find a
decomposition of any p(x,y). Furthermore, we generalise the problem to n variables over-arbitrary fields.
We provide upper and lower bounds of rank p. In addition, we find a necessary and sufficient condition to
determine the 1-separating polynomials in Fo[z,y, z]. Finally, we study the special casé where the degrees of
x, Yy, z are at most 1. We then classify the polynomials p in this case according t0 their ranks.

Keywords: polynomial, matrix, rank, spanning set, dimension, full'tank factorization, reduced row

echelon form
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1 Introduction

This investigation is inspired by a Putnam problem [I], which asks whether a given polynomial can be written

as the sum of products of single-variable polynomials. The question and solution are presented below.

Question (Putnam 2003 B1, [I]). Do there exist polynomials a(zx), b(x), c(y), d(y) such that
1+ ay +2y* = a()e(y) + b(x)d(y) (1)

holds identically?

Answer ([I]). The answer to this question is false. Assume on a contrary that there is such a decomposition

. Substitute y = —1,0, 1 into , we have

1 —z+ 2% = a(z)c(—1) + b(z)d(=1);
1 = a(x)c(0) + b(x)d(0),

1+ + 2?2 = a(z)c(—1) Fb()d(—1).

Viewing the three polynomials as vectors in the vector space R[z], we conclude that the three linearly

independent vectors are all linear combinations,of @(z) and b(x). This leads to a contradiction.

Firstly, we generalise the Putnam problem in two aspects: (i) making the polynomial on the left-hand-side
of arbitrary and (ii) having different ‘guantities of terms on the right-hand-side of .

Next, we see that linear algebra techniques are applied to solve the problem. It is expected that matrices
methods are needed to solve‘a’generalised problem. Mathematically, we introduce the following definition

for our investigation.

Definition 1.1.Let p(z,y) € Rlz, y] be a polynomial and let k € N. p(x,y) is said to be k-separating if
there exist polynomials ay(x)yas(x), ..., ar(x) € Rlz] and b1(y), b2(y), ..., bx(y) € Rly] such that

p(x,y) = a1(x)b1(y) + az(x)b2(y) + - + ar(x)bk(y).

The-zero polynomial is 0-separating by convention. Moreover, we say rankp = k if p is k-separating, but

not (k — 1)-separating.

Remark 1.2. In Section [3, we will investigate polynomials p in more than 2 variables over arbitrary fields.
The example below demonstrates the meaning of the above definition. It can be seen that the same

polynomial is k-separating for different values of k, depending on how terms are arranged and factorised.

The minimal value k is then of our major interest, since there are no trivial effective ways to determine it

yet.
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Example 1.3. Let p(x,y) = x*y® — 20* 4 223y5 — 423 + 4% — 2. Write
pla,y) =a* % =22 14205 S —4a® 14195 —2-1.

Note that each term is expressed in the form a(z)b(y), so p(z,y) is 6-separating. Similarly, we observe that
if the number of terms of p(z,y) is N, then p(x,y) is N-separating.

On the other hand, we can write
ple,y) =2t (y° =2) +2 - (20° —4) +1- (4° - 2).

Here, we group the terms with the same degree of x, so p(z,y) is 3-separating. Notice-that we can also group

the terms with the same degree of y and conclude that p(z,y) is 2-separating:
pz,y) = (* + 223 +1) - 9% — (22* +4234-2) - 1.

In this case, we observe that if the number of different powers of'@rand y in p(z,y) are m and n respectively,

then p(z,y) is m-separating and n-separating. In fact, p(a,y) can also be 1-separating (so rankp = 1):
ple,y) = (222" + 1) - (4° - 2).

From this example, various values,of k are found so that p(x,y) is k-separating, but it turns out that
rankp = 1 is a non-trivial fact. Naturally; we would like to obtain a systematic method to determine the

rank of p and a decomposition ofp. The main questions of this paper are stated below.
Question 1. Given a polynomial p(x,y) € Rlx,y], determine rank p.

Question 2. Given a polynomial p(x,y) € Rz, y] with rankp = k, find a;(x) € Rlz], b;(y) € Rly] such that

p(a,y) = a1(2)b1(y) + az(x)b2(y) + - - + ar(x)bi(y)-

In, section [2| solutions to the two main questions are presented. The solutions involve the usage of
matrices. In Section |3 we further generalised the above settings to polynomials with more than two variables
over arbitrary fields, in which complexity grows exponentially. In particular, we investigate the special case

of low-degree polynomials in Fa[z,y, z].
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2 Separating polynomials in 2 variables

2.1 1-separating

We begin our investigation with the simplest case — to determine whether a given polynomial p(x,y) is
1-separating, that is,

p(z,y) = a(x)b(y), alz) € Rz], by) € Rlyl.

In this case, we notice that the powers of x and y in p(z,y) must appear in a(z) and b(y) respectively.
Referring to the polynomial p(z,y) in Example a(z) must contain the terms 2%, x% and z*, while b(y)
must contain the terms y° and y°®. Then, by expanding a(x)b(y), all cross-terms #%%,.2%96, 2330, 23y5, 2190
and z*y® must exist. As a first approach, we use a graph to represent a given polynomial and then determine

whether it is 1-separating. An example is given below.

Example 2.1. Let p(x,y) = 7+ 3y + 223y + 923y? + 23y3 + 42*y3 By listing out the powers of x and y in

p(x,y), we have the vertices:

@ ® ©
@ N® O

After that, the existing cross-terms in p(z,y) are represented by edges connecting respective powers of z

Ifthe polynomial is 1-separating, all cross-terms must exist, which means that the graph should be a complete

and y.

bipartite graph. From the graph above, some cross-terms are missing, so p(x,y) is not 1-separating.

However, even if the graph is complete bipartite, p(x,y) is not necessarily be 1-separating, as the coeffi-

cient of each term has to be considered too.

Example 2.2. Let p(x,y) = 7 + 5y% + 4z + 2zy? + 323 + 223y2. Its graphical representation is:
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@a ()

Q)

Take the coefficients into consideration, we assign the coefficients to respective edges:

)

If p(x,y) = a(x)b(y) is 1-separating, then
a(z) = ag + a1z + azz® and  b(y) = By + Bayfor some ag, a1, as, o, B2 € R.

Notice that the coefficient of z'y? is equal to a; ;. Without loss of generality, take a3z = 1 and we have
Bo = 2 and By = 3. By looking at the coefficients of w%y? and 2°y°, we have 2a9 = 5 and 3ag = 7, which

yields a contradiction. Thus p(x,y) is not L-separating.

Clearly, the problem is more complicated when we have to consider the coefficients in the graph. Also, this
method is limited to 1-separating pelynomials only. Instead, let us introduce a clearer and more systematic

representation of a polynomial, as follows.

Definition 2.3. Let p(z,y) € Rlz,y] be a polynomial. Define the matrix associated to p(z,y) to be

Poo Por --- Pon
P1o p11 -« Pin

P = . . . ?
Pmo  Pmi1 <o+ Pmn

where p;; denotes the coefficient of 'y’ in p(z,y).

Remark 2.4. The indices of the entries start from 0 so as to match the indices of the polynomial. Also, m

and n are the maximum degrees of x and y in p respectively.

Definition 2.5. Let P be a matriz and p; be its rows, where 1 < i < m. Define the row space of P to be

RSp(P) = Span{ﬁlvﬁQv 7ﬁm}
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We first focus on the simplest case, which is 1-separating. Here, we would like to find out how to
determine whether a polynomial is 1-separating. Given a 1-separating polynomial p(z,y) = (1+z)(1 +y), it
can also be written as 1- (1 +y)+z-(1+y). As1-(1+y) and z- (1 4 y) are all multiples of 1 + y, the two

rows in P are linearly dependent and the rank of P is 1. As a result, we have the following theorem.

Theorem 2.6. Let p(x,y) € R[z,y] and P be the matriz associated to p(x,y). Then p(x,y) is 1-separating
if and only if rank P < 1.

Proof. (=) Let p(z,y) = a(x)b(y) for some a(z) = ap+ a1z + -+ - + @pz™ and b(y) = Bo 01+ - - + Bny™.

Then we have p;; = a;0;, i.e.

Poo - DPon aofo 0 By
Pmo .-+ Pmn amﬂo v amﬂn
Since each row is a multiple of (8o, 51, - , Bn), we have rank P< 1.
(<) If rank P < 1, then RSp(P) = Span(%) for some row weetor ©' = (3o, B1,--- , Bn) and so the i*" row

of P is oy¥ for some «; € R. We have

ag¥ apfo - B

o) OémﬁO T amﬁn

By picking a(x) = ag+ a1z 4 % apa™ and b(y) = By + Buy + - -+ Bay”, we have p(z,y) = a(z)b(y),
which is 1-separating. O

2.2 k-separating

In the previous subsection,  weyhave found a way to identify rank-1 polynomials. In this subsection, we
continue to.determine the rank of any given polynomial.

If p(z,y) = pi(x,y) + p2(x,y), where p1(z,y) and pa(x,y) are both 1l-separating, then p(z,y) can be
written in the form a(x)b(y) + ¢(z)d(y) and so it is 2-separating. Hence, we decompose p(z,y) into a sum of

1-separating polynomials. The following lemma is needed before presenting the main theorem.
Lemma 2.7. For any matrices A and B, rank(A + B) < rank A + rank B.

Proof. Let d; and b; be the rows of A and B respectively. Further let s = rank A, ¢ = rank B, and {a\,...,d.}
and {b,,...,b,} be bases for RSp(A) and RSp(B) respectively. For any 7 € RSp(A + B), there exist



Research Report 2022 S.T. Yau High School Science Award (Asia)

Y1, ---,Yn € R such that

v="(G1+b1) + -+ Yn(@n + bn)

= (M@ + - + Ynlin) + (b1 + -+ nbn).
Since y1d1 + - -+ + Ynd, € RSp(A4) and fy1l;1 + -+ ’ynl;n € RSp(B), we have

VAL + o+ Ynln = p1dy + -+ psdl,  for some pq, ..., g € R,

A1b1 4 -+ Ynbn = My + e+ /\tl;; for some A1, ..., \s € R.

Therefore, v = (1@} + - - - + psd@l) + (A1 + - - -+ A\b.) € Span{ay, + - {as, b1, - , b}, so rank(A + B) <
s+t =rank A + rank B. O

The following is the main theorem of this section, which generalises the idea in Theorem

Theorem 2.8. Let p(z,y) € R[z,y] and P be the matriz @ssociated to p(x,y). Then p(x,y) is k-separating
if and only if rank P < k.

Proof. (=) Suppose p(x,y) is k-separating. Let p(z4y) = a1(x)b1(y) + az(z)ba(y) + - - + ap(z)br(y). Let
pi = a;(x)b;(y) for i =1,...,k, i.e. p(x,y) =p3 +p2+ -+ + pr. Let P; be the matrix associated to p; (with
the same dimension as P). By Lemma and Theorem [2.6

rank P = rank(P; + -+ - + Py)
<rank P; + -+ 4+ rank Py
<1441

<k.

(<) Let.po . ..sPm be the rows of P. As rank P < k, we can let RSp(P) = Span{f,...,p},}. For each
pi &RSp(P), there exist v;; € R such that p; = > v;;p). As a result,

Do o1 171 702272 ’Yokﬁ'k

P Y119} Y125 V1kDy,
P = = ) + ) + -+ )

ﬁm ’leﬁyl ’Ym2ﬁ/2 ’Ymkﬁk

Write g, = (Bio, Bit, -, Bin)- Take a;(x) = yo; + 7152+ - +Ymiz™ and bi(y) = Bio+ Bay +- - -+ Biny™. Then

p(z,y) = ar(2)bi(y) + - - + ar(x)bi (y).
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As a result, p(z,y) is k-separating. O

As a corollary, the rank of a polynomial is equal to the rank of the matrix associated to it. This also

justifies the terminology of the rank of a polynomial in Definition [L.1
Corollary 2.9. Let p(z,y) € R[x,y] and P be the matriz associated to p(x,y). Then rankp = rankP.

Proof. Let rankp = k. Then p is k-separating but not k — 1-separating. By Theorem 2.8 we havetankP < k
and rank P > k — 1. Hence, rank P = k. O

2.3 Computing decomposition

In the previous subsection, we have determined the rank of any given polynomial, which answered Question [I]
In this section, we would like to solve Question [2] that is, to compute decomposition of any given polynomial.

The key observation is that the matrix representation of a l-gseparating polynomial a(z)b(y) can be
factorized into a product of a column vector and a row vector. For example, if p(z,y) = (22422 +1)(y% —2),

then the matrix associated to p is

1 0 -2 1
P=12 0 —4]=]2 (1 0 —2)-
1 0_ -2 1

Base on this observation, we use the Full'Rank Factorization method ([3]) to compute a decomposition of

any given polynomial. The theorem,is’stated without proof here.

Theorem 2.10 (Full Rank Factorization, [3]). Let P be a matriz with rank P =r. Then P = CR, where C
1s composed by the first r independent columns of P and R contains the r nonzero rows of the reduced row

echelon form of P.
We illustrate the computation/with an example below.

Example 2.11¢ Let p(z,y) = 322y + 522y + 22 + 3xy? + Toy + 22 +y? + 3y + 1. Then the matrix associated

to pris
1 3 1 1 0 -2
P=12 7 3[{~]0 1 1 |=38,
1 5 3 0 0 O

where B is in reduced echelon form. Note that rank P = 2. Then C is obtained by removing the third column
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of P, and R is obtained by removing the third row of B, so

1 3
1 0 -2
C: 2 7 7R:
0 1 1
1 5
Then
1 3 1 3
1 0 -2
P=CR=\|2 7 =12 1 0 —-2)+1|7 0 1 1.
1 5 1 5

As a result, we can write p(z,y) = (1 + 22 + 22)(1 — 2¢?) + (3 + Tz + 522)(y-+4y?), which is 2-separating.

Notice that the resulting decomposition is found in ascending degree of y. Thus, we would ask whether
there are any ways to find a decomposition with specific constraints.” In particular, we will use the same

p(z,y) in Example to illustrate how to compute the decomposition in descending degree of x.

Example 2.12. First we list the coefficient p;; in reversed,order. The corresponding matrix is given below.

331 1 0 -1/3
P=|5 79.3V~|0o 1 2/3|=8B,
121 00 0

where B is in reduced echelon form and rank P = 2. Then C' is obtained by removing the third column of

P, and R is obtained by removingrthe third row of B, so

3 3
1 0 -1/3
0= 5 7 7R:
01 2/3
1 2
Then
33\ s 3 3
P=CR=|5 7 =15 (1 0 —1/3)+ 7 (0 1 2/3)-
01 2/3
1 2 1 2

As a result, we can write p(z,y) = (z2 —1/3)(3y* + 5y + 1) + (z +2/3)(3y* + Ty + 2), which is in descending

power of x.

While we are investigating different cases, we discover that the expression of a k-separating polynomial

may not be unique. For example, let p(z,y) = 2%y + 2y +x +y + 1. Then
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pr,y) =2y + @+ D)+ D) =@ +z+Dy+(x+1)-1

admits two different 2-separating expressions. This also shows an example that the expression of separations
of p(z,y) in the decreasing degree of z is not unique.

Since arranging the degree of z in descending order is not enough to decompose p(x,y) uniquely, we
would like to see if the expression p(z,y) can be unique if we fix both the degrees of z and y in“descending

order. However, this is not possible for all p(z,y):

Example 2.13. Let p(z,y) = %y + 2y°. From Corollary rankp = 2. Assume p(@{y) = a1(z)b1(y) +
as(x)ba(y), where dega; > degas and degb; > degby. Then dega; = 4 and degby =5, which produce the

term z*y®. However, since degas < 4 and degby < 5, it is impossible for the.term z*y® to be cancelled.

Since p(x,y) does not contain the term x*y®, this is a contradiction, ite. ‘p(x3%) cannot be expressed with

degree of x and y being strictly decreasing.

3 Separating polynomials in more than 2 variables

After we completely solved the two questions in the previeus section, a natural generalisation is to investigate

polynomials with more than two variables over arbitrary fields. We restate Definition in this setting.

Definition 3.1 (c.f. Definition . Let. K\be a field, n,k € N, and p(x1,...,2,) € Klx1,...,2,] be a
polynomial. p(x1,...,x,) is said to besk-separating if there exist polynomials a;j(x;) € Klz;] for1 <i<k

and 1 < j <n such that

k
(1, ..., xn) = Z a1 (z1)ai2(x2) - - ain(Tn).

The zero polynomial is 0-separating by convention. Moreover, we say rankp = k if p is k-separating, but

not (k — 1)-separdting.

We introduce. some of themotations in this section for better readability. In this section, a recurring step

is to decompose the polynomial according to the power of one of the variables.
Definition 3.2. Given a polynomial p(x1,...,2zy,) € Klz1,. .., 5],

e the x,-decomposition of p is

where N is the maximum degree of x,, in p. Note that this decomposition of p exists and is unique.

o the x,-set Q (of p) is the set {qo,...,qn} C K[z1,...,Zpn_1].
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Definition 3.3. Let V be a subspace of K[x1,...,xy,], for somen € N. We define dimy V' to be the minimum

number of rank-1 polynomials needed to span V.
The following theorem relates the rank of a polynomial to the definitions above:
Theorem 3.4. Let QQ be the x,-set of p. Then rankp = dim; Span Q.

Proof. (<). Let dim; Span@ = d. So Span @ can be spanned by some «y,...,aq € K[z1,...,2n-1];all of

which are rank-1. Suppose the x,,-decomposition of p is

p(T1,...,op) = Zqi(xl,...,mn,l) x;

By definition, @ = {qo,...,qn}, and in particular qo, . ..,qn € Span Q. Hence,

for some \;; € K. Now
N d ) N ,
P=D ) Ny =3 (%‘Z/\u 'SUZ) ;

which is a sum of d polynomials with rank-1. Therefore, p is d-separating, thus rank p < d.

(>). Let rank p = r, so there exists polynomials a;;(z;) € K[z;] for 1 <i <7 and 1 < j < n such that
e
b= Z i1 (1) Qin(Tn).
i=1

Now write a;p(zn) = ij:o A\ijzd, for N € N and some \;; € K. Then

r N
D= Zam(xl) e ai(n—l)(xnfl) ) Z Aij,
i=1 j=0

N r
:ZZAijail(xl)"'ai(n—l)(zn—l) cal. (*)

§=0 i=1

Byrcomparing the coefficients of 27, of (x) and the x,-decomposition of p, we have
T
4 = Z )\ijail(xl) e ai(n—l)($n—1) Vj.
i=1

Hence, {ai1(x1) - ai(n-1)(n-1) : 1 < i <7} is a set containing rank-1 polynomials which spans Span @, so

r > dim; Span Q. O

Using Theorem [3.4] we obtain a lower bound and an upper bound of rank p:

10
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Theorem 3.5. Let p(z1,...,2z,) € K[z1,...,2,] be a polynomial with x,-set Q. Then
dim Span @ < rankp < Z rank q.
q€Q

Proof. (Lower bound). Let rankp = r. By Theorem r = dim; Span ), so there exists r polynomi-
als aj,...,a, which spans Span @, all of which are rank 1. In particular, Span @ = Span{ai,.t.5a,} so

dim Span @Q < r, as needed.
(Upper bound). As in the proof of Theorem we write p = > ¢;x!, and thus Q ={¢o,-.,qn}. Set

rank ¢; = k;, then we can write

N kK
— P l
p= E § T’LJ xn

i=0 j=1
for rank 1 polynomials r;; € K[z1,...,2,—1], for 1 < j < k;. This is a sum.of quQ rankqg = ko + -+ kn
polynomials, so p is (quQ rank q) -separating. By Definition rank p < quQ rank q. O

Remark 3.6. In general, the first inequality may not be an equality. Here is an example: Consider
p(x,y, 2) = 2 ymyndt 22
=(zy + 2)z + (2?).
Hence, Q = {2y + 2,22} and so dim Span@Q < 2. However, one can check that dim; Span @ = 3.

We then discovered that if we consider Kz,y] as K[z] ® K[y], determining the rank of polynomials is

equivalent to determining the rank of their corresponding tensors, that is
n n

D ai(x) x bily) «— Y ai(x) @ bi(y).
i=1 i=1

In the case of more than 2 variables, determining the rank of tensors is NP-hard [4] for a general field K.
Thus, we restrict the problemto K = F5 to see if any conclusions can be made.

3.1{ 'Separating polynomials in sz, y, 2]

We.first consider polynomials in Fsx,y, 2] with 1-separating.

Notation. Let p(z,y, z) € Fo[z,y, z]. Denote p;;i as the coefficient of z'yl 28 in p, and define
I={ieN:p; =1 for some j, k},
J={j e N:pr =1 for some ik},

K = {]C S N:pijk =1 fOT’ some ivj}a

S = {(Z7ja k) € N3 c Pijk = 1}

11
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Lemma 3.7. SCI x Jx K.

Proof. Pick (¢,7,k) € S. By the definition of S, p;;r = 1 and from the definitionof I, J, K,i € I,j € J k € K,
thus (i,5,k) eI x Jx Kand SCI x J x K. O

Theorem 3.8. p is 1-separating if and only if |S| = |I| - |J| - |K|. In this case,

- (2e) () (5)

Proof. (=) Since p is 1-separating, let p = a(x)b(y)c(z), where a = Y ayx?, b= By%y ¢ =3 v,2*. Then
Pijk = Oéiﬁﬂk-

Pick any ig € I, 4o € J, ko € K, we have (ig, jo, ko) € I x J x K. Since ig &I there exists some j' and
k' such that p;,j/&r = 1. Thus, p is non-zero and there exists at least a j’, ¥/{such that §;; = v» = 1. In this

case, we have o, = 1. Similarly, a;, = 5, = vk, = 1, then we have

Piojoko = O‘ioﬂjo’yko >

which indicates that (ig, jo, ko) € S and I x J x K C.5.

From Lemma[3.7 S C I x J x K, so we have =7 x J x K and |S| = |I x J x K| = |I||J||K]|.

(<) From Lemma[3.7, S C Ix Jx K. Suppoese S # I x J x K, then |I|-|J|-|K| = |I x J x K| > |S], which
contradicts to |S| = |I]-|J]| - |K]. It then remains to show that p is 1-separating given that S =1 x J x K.
But

B8

ved jed keK (iyj, k) ETX IXK

_ Z iyl ok

(i,4,k)€S

:p.

O

Although we present the proof of Theorem in Fa[z,y, 2], the idea can be extended to Fa[zy,...,x,].

We omit the details here due to cumbersome notations.

3.2 Low-degree polynomials in Fy[z,y, 2]

In this subsection, we consider polynomials in three variables with degrees of z, y, z at most 1. We fix

the following notations in our discussion. Let

p(z,y,2) = qo(x,y) + q1(z,y)2

12
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be the z-decomposition of p. We shall denote by @y and ()1 the matrix associated to gy and ¢; respectively.

We also define Sy, S1, S5 to be the set of 2 x 2 rank-0, rank-1 and rank-2 matrices in F», i.e.

0 0
SOZ )
0 0
g 1 0 0 1 0 0 0 0 1 0 0 1 1 1 1 1 0 0
1= y y y ) ) ) ) ) )
0 0 0 0 1 0 0 1 1 0 0 1 1 1 0 0 1" 1
1 0 0 1 1 1 1 1 1 0 0 1
52: ’ y y ) y
0 1 1 0 1 0 0 1 1 1 1 1

Lemma 3.9. Let a,b,c be non-negative integers. Suppose any polynomial playy,z) with z-decomposition

qo + q1z where (rank qg, rank g1, rank(qo + ¢1)) = (a, b, ¢) has rank k. Then
rank(q), + ¢12) = k

for any polynomials qy(z,y), ¢i (x, y) with degree of x and y atmost 1 such that (rank qf, rank ¢}, rank(g¢)+q1))

is a permutation of (a,b,c), i.e.
(rank g}, rank ¢}, rank(g, + q1)) € {(a, b,¢), (a,c,b), (b,a,c),(b,c,a),(c,a,b),(c,b,a)}.

Proof. Let g, ¢} be polynomials such.that'e.i= (rank g, rank ¢}, rank(q, + ¢1)) is a permutation of (a, b, c).

Define two polynomials qg, g1 based‘on o

(90- 41) o =(a,bc),
(60,90 + @) o=

o ) = (91, 40) o=
(

(

(

(¢1, 90 +41) o=

(@0+a1,9) o=

(@ +a1,91) o=(cb,a).

Note that in any case, Span{q(, q;} = Span{qo, ¢1}. But p = go + q1z satisfies the given condition; namely,
we have (rank go, rank ¢, rank(go + q1)) = (a, b, ¢). Hence rankp = k, and by Theorem (3.4

rank(q(, + ¢} z) = dim; Span{qy, ¢; } = dim; Span{qo, ¢1} = rankp = k.

O

Remark 3.10. Lemma tells us that rank(gp + ¢12) is invariant under permutation of the condition

13
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on (rank g, rank ¢1,rank(go + ¢1)). For instance, if we proved rank(qo + ¢12) = 1 for all gg, ¢ satisfying
(rank qo, rank g1, rank(go + ¢1)) = (1, 1,0), then rank(q) 4+ ¢;z) = 1 for all ¢, ¢} satisfying

(rank g, rank ¢}, rank(q + ¢;)) = (1,0,1) or (0,1,1).
Moreover, notice that if rankp = k, then the polynomial is k-separating and not (k — 1)-separating.
Hence, the two conditions are also invariant under the mentioned permutation.
Lemma 3.11. p(z,y,2) is rank-1 if and only if one of the following conditions is satisfied:
(i) Q1 € S1, Qo =0.
(ii) Q1 =0, Qo € Si.
(iii) Q1 = Qo € S1.

Proof. (=) Since p(x,y, z) is l-separating, we set p(x,y,z) = a(z)b(®)c(z). Note that the only possible

choices of ¢(z) are 1,z and z + 1. Hence, when
o ¢(z) =z wehave p=0-1+a(z)b(y) - z, so Qo =(0'and Q; € 5.
e ¢(z) = 1: similarly, Qg € S; and Q; = 0.
o ¢(z) = z+ 1: we have p = a(x)b(y) - Lfa(x)b(y) - 2, s0 Qo = Q1 € S1.

(<) For (i), we have p = ¢q1(x,y) % Since rankg; = 1, rankp = 1. The same conclusion holds for (ii)
similarly. For (iii), we have

p=qi(z,y) 2+ qo(z,y) = qo(z,y) (2 +1).
Hence rankp = 1. O

Theorem 3.12. Let'p(z,y,20e Faofz,y, z]. Define

f =rank Qg + rank Q1 + rank(Qo + @1).

(NIFf =0, then rankp = 0.

(ii) If f =2, then rankp = 1.
(iii) If f =3 or 4, then rankp = 2.
(i) If f =5 or 6, then rankp = 3.

Remark 3.13. Notice that f =1 is impossible. If f =1, we have the following cases:

14
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rank Qo | rank Q1 | rank(Qo + Q1)

I 0 0 1
II 0 1 0
II1 1 0 0

Notice that the sum of any two of the matrices Qq, Q1, Qo + @1 equals to the remaining one. In all.cases,

two of Qp, Q1, Qo + @1 is 0, which forces the remaining matrix to be 0. This contradicts to itsirank being 1.
Proof. (i) If f =0, then Qp = @1 = 0. Hence p(z,y,z) = 0 so rankp = 0.

(ii) If f = 2, we have the following cases:

rank Qo | rank Q1 | rank(Qo + Q1)
I 2 0 0
11 0 2 0
111 0 0 2
v 1 1 0
\% 1 0 1
VI 0 1 1

e Case I to III are impossible, with the same explanation as in the remark above.

e Case IV to VI correspond tothe three cases in Lemma [3.11] so rankp = 1.

(iii) If f = 3, we have the following cases:

rank Qg | rank Q; | rank(Qo + Q1)
| 0 1 2
11 0 2 1
111 1 0 2
v 2 0 1
\% 1 2 0
VI 2 1 0
VII 1 1 1

e Case I to VI are impossible. When one of Qg, @1, Qo + @1 is 0, it will force the other two matrices

to be equal (of the same rank), which yields a contradiction.

e For case VII, notice that rank gy = rank gg = 1, so

p(z,y,2) = qi(z,y) - 2+ qo(z,y) - 1

15
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is 2-separating. On the other hand, assuming p(z,y, z) is 1-separating, then Qo = @1 and hence

rank(Qo + Q1) = 0, which yields a contradiction. It follows that rank p = 2.

(iv) If f =4, we have the following cases:

rank Qo | rank @1 | rank(Qo + Q1)
I 2 2 0
11 2 0 2
111 0 2 2
v 1 1 2
A% 1 2 1
VI 2 1 1

e In all cases, p(z,y, ) is not 1-separating because Qo and @1 do not satisfy any condition in Lemma

BI1

e Incase I, Qp = Q1 € Ss, so qo = q1 are 2-separating. Hence

p(7,y,2) = q1(2,¥)z % qo(2,y) = qo(z,y)(2 + 1)

is also 2-separating. Thus, we have tank p = 2. By Lemma [3.9] rank p is also 2 in case II and IIL

e In case IV, p(x,y, z) is 2-separating, by the same argument as in (iii), Case VII. Thus, we have

rank p = 2. By Lemma [3.9)/Tt"follows that rankp = 2 in case V and VL

(v) If f =5, we have the following cases:

rank Qo | rank Q1 | rank(Qp + Q1)

1 1 2 2
11 2 1 2
II1 2 2 1

e In case I, we can write p as a sum of a 2-separating polynomial and a 1-separating polynomial so

any polynomial in case I, II, III is 3-separating by Lemma (3.9

e In case III, assume p is 2-separating. Then dim; Span{Qg, @1} = rank p < 2, so there exists rank-1

matrices A, B and «y, a1, B, B1 € Fa such that

Qo= A+ BB and Qi =a1A+ BiB.

Since Qg, Q1 € So2, Qo = Q1 = A+ B. But then Qg+ Q1 = 0, which yields a contradiction. Again,

by Lemma [3.9] any polynomial in case I, II, III is not 2-separating.

16



Research Report 2022 S.T. Yau High School Science Award (Asia)

(vi) If f =6, we have the following cases:

rank Qg ‘ rank Q1 ‘ rank(Qo + Q1)
2 ‘ 2 ‘ 2

Similar to case III above, p is not 2-separating. Now, we partition S into two disjoint set.
0 1 0 1
Sé = ) ) ) Sé’ = ) )

By calculations, the only possible choice for Qp and @ is that Qo # Q1 €.5501/Q¢ # Q1 € SY. Also,

any matrix in S% is a linear combination of the rank-1 matrices

If Qo, Q1 € S4, then
0 0 1 1
Qo = + o + a3 and Q= p L + 2 + B3

for some «, B; € Fo. Thus, we see that p is 3-separating:

p = (antb12)(zy + o +y+ 1) + (a2 + f22)(1) + (a3 + B32)(zy)

= (a1 + Br2)(z + 1)y + 1) + (a2 + B22)(1) + (as + f32)(zy).

Similarly, the same result holds if Qg, Q1 € S5. The result follows. O

4 Conclusion

In this paper, we have investigated k-separating polynomials in two variables and generalised them into n
variables. For the case of two variables, we proved that rank p is equal to the rank of the matrix P associated
to the polynomial p(z,y). We also used Full Rank Factorization ([3]) to provide a decomposition of p(z,y).

However, the cases of polynomials with more than two variables become more complex. Indeed, we found

out that this problem is equivalent to the well-known tensor rank problem, which is proved to be NP-hard

17



Research Report 2022 S.T. Yau High School Science Award (Asia)

([4]). Although we cannot find a general formula to determine rank p, partial results were established. For
example, we found upper and lower bounds of rank p, and proved a necessary and sufficient condition for a
polynomial in Fa[z,y, 2] to be 1-separating,

At last, we studied polynomials in Fs[x, y, 2] with degrees of z, y, z at most 1 in great detail. In particular,

we classified the polynomials p by rank Qg + rank Q1 + rank(Qo + Q1) in this case according to their, ranks.
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